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What is the Al Act..

The main idea of the Al Act is to regulate Al based on its capacity to
cause harm to society.

“High risk; High penalty”

 Systems considered "high-risk", such as those used in critical
infrastructure, education, healthcare, law enforcement, border
management or elections, will have to comply with strict requirements.

* Creates provisions to tackle risks posed by the systems underpinning
generative Al tools and chatbots such as OpenAl's ChatGPT.



Stricter regulations

Al-powered medical devices, diagnostic tools, and patient
management systems will =likely- be classified as "high-risk"
and subject to stringent scrutiny for transparency,
explainability, and data governance.




Risk based approach

Prohibited ®

Contravene Union values,
like fundamental rights.

Unacceptable
risk

® Examples of unacceptable-risk Al systems

Behavioral manipulation.

Exploitation of vulnerable

characteristics of people.

Social scoring by public authorities.
Real-time remaote biometric identification for
law enforcerpaat

ﬁ...____'r

Conformity assessment @ *

High risk to health, safety,
environment and

® Examples of high-risk Al systems:

Evaluation of eligibility to credit, health or life
insurance or public benefits.

Analyses of job applications or evaluation
of candidates.

Product safety components.

fundamental rights.

Limited risk .

Transparency obligation e

Risk of impersonation
or deception.

No obligations ® (o)
MNo high risks.

® Examples of limited-risk Al systems:

Al systems that interact with consumers.
Generative Al*: Al systems generating or
manipulating content (image, audio or video).

® Examples of minimal-risk Al systems:

Spam filters.
Al-enabled video games.



High risk includes critical infra;

* Educational and vocational training, for example, automated scoring of —
or exclusion from -exames.

. Employ{ment, workers management and access to self-employment, for
example, automated recruitment and application triage.

* Access to essential private and public services and benefits (e.g.
healthcare), creditworthiness evaluation of natural persons, and risk
assessment and pricing in relation to life and health insurance.

* Law-enforcement systems that may interfere with fundamental rights, such
as automated risk scoring regarding potential offenders, deepfake
detection software and evidence reliability scoring.

* Migration, as¥lum and border control management, for example,
verification of authenticity of travel documents and visa and asylum
application examinations.

* Administration of{ustice and democratic processes, for example, legal
interpretation tools to assist judicial authorities
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High-Risk Al in Healthcare

* Impact on Development: Developers must ensure compliance with
these regulations, which may affect development timelines and

Increase costs.

* Increased Accountability: Robust algorithms and auditability will be
essential to provide clear explanations for Al-driven decisions.

* Enhanced Data Protection: Stricter requirements for data security
and minimization will be enforced, impacting data collection practices
and storage methods.

* De-identification and Anonymization: Techniques to protect patient
privacy while enabling Al development will become increasingly
Important.
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High-Risk Al in Healthcare

* Transparency in Data Use: Patients will have enhanced rights
regarding their data used in Al systems, necessitating clear
communication and consent mechanismes.

 Algorithmic Fairness and Bias: Al algorithms in healthcare must be
demonstrably fair and unbiased, mitigating risks of discrimination
based on race, gender, or socioeconomic status.

* Regular Bias Testing and Mitigation: Developers must implement
robust testing and mitigation strategies to address potential biases in
their algorithmes.

* Human Oversight and Explainability: Human oversight is crucial to
ensure responsible decision-making and address potential biases in Al

outputs.



What are the obligations of the deployers?

Deployers of high-risk Al systems, including public bodies and private entities
Broviding_e_ssent_lal services, such as banks, insurers, hospitals, and schools,

: ealrjpeaflc obligations to ensure responsible use. These obligations
include:

 Completing a fundamental rights impact assessment (FRIA) before
deploying the Al system.

* Implementing of human oversight by trained individuals.

* Ensuring that input data is pertinent to the system's intended use.

e Reporting serious incidents to the Al system provider.

* Retaining automatically generated system logs.

* Adhering to GDPR obligations for data protection impact assessments.

 Verifying compliance with the Al Act and ensuring all relevant
documentation is available

J1= I Informing individuals about the potential use of high-risk Al.




Limited-risk Al systems

Some Al systems intended to interact with natural persons or generate
content would not necessarily qualify as high-risk Al systems but may
entail risks of impersonation or deception. This includes the outputs of
most generative Al systems. In practice, the following Al systems are to
be identified as Low risk:

* Chatbots, such as ChatGPT-based systems.
* Emotion-recognition systems.

* Biometric-categorization systemes.

e Systems generating ‘deepfake’ content.




Let's have some examples

* These are examples we are working on ourselves

* We are already 1SO27001 and NEN7510 certified
* Qur aim is to be ISO13485 certified next year

Would like to have a really open discussion, so please raise your hand
in order to speak. We will limit time per topic for 3 minutes.




Example 1; using not certified services

What happens if a healthcare provider or -institute buys or uses a
services that is not, or not correct certified?




Example 2a; speech to text to reporting

Extracting clinical vocabularies from (spoken) text

Woman U ZErslol i1 NAD RGN SNEY with g h/o
GENDER DIAGNOSIS

W e] UMLS: 1956346 il UMLS: COOTE60 pERGInE] UMLS: CO004096 EElls)
DIAGNOSIS DIAGNOSIS DIAGNOSIS

SR UMLS: CO020538 Bl ramipril UMLS: CO072972 Bislgs) years awoke from

DIAGNOSIS MEDICATION_NAME TIME

[ Time of condition

sleep around 2:30 am this morning of a sore throat [Sl&

. TIME SYMPTOM_OR_SIGN




Example 2b; speech to text to reporting

Findings; getting out a diagnosis

Ribavirin (EEIEREIELEEY v 3< 3lso evaluated against SARS-CoV-2 infection,

MEDICATION_NAME DIAGNOSIS

but the antiviral |CLUERERERRY nroperty of drugs (EEIERauErrrg | ctj|

MEDICATION_CLASS TREATMENT_NAME

not well established against the SARS-Cov-2 (I AR Loy .
DIAGNOSIS




Example 3; doing a calculation

Inside a talk length and weight was stated; BMI with risk score

o

. @
Mental Status Exam Patient missed one question, ask now to finish questionnaire,
I @ Reason for referral Ask patient :
Are there periods that last at least a few days when you feel the opposite of
Il @ Informed consent... depressed, when you're cheerful or happy and you have a lot more energy than usual?
) Patient's request for R
help (intake phase) @ oy L e
I @ He/she would like...
11{];‘78 e —
I @ Asked to client/e /part...
Newer Almost never Sometimes Fairly often Very often
Complaints . | Patient doesn’t know I

anamnesis

[

Major complaints?

Great, here is the result of the PHQ-9 questionnaire.

Depression ~
Have you been feeling ...
If so: Has this ever tak...

, Perceived Stress Scale
If so: Have these perio...

Tha Darraivard Qtrace Qrala (DQQY ie a rlacein etrace aceacemant inctrimant

Manie ~ ) .
) Ask anything < & Dictate
Are there periods that ...

OO 0000




xample 4; sending patient name

Normally we separate patient details from talk, but what if..

Health—l—ak Home Settings Admin Frnfile{

A1 BASED CLINICAL REPORTING Ef'_-l Expand chat

Pieter Lastname

Age A6 years old {4 Jul 1988 ) Email plater_li@emall,com Allergles Koemelk donec & dul et | dul fringlita fenoxymethy| § dul fringllla fenoxy methiyl Go to patient record
Gender Make Phone - AL vero eos el accusamus [ et ivsto odio dignissimos ! et iusto odio dignissimos
Show Tull intake infa -~

« Back Face to face consult

USG + Consultation e Rejoin Call O 27 Tuesday (D) 9:30 € 80
l @ Consultation ended at 13:58:08 » Mental Status Exam - Social context

mMarital/R nship Status: The patient has been marriad fc

@ Reason for referral his ! n the rela

Yes please, Do you want to know that now from 107 38 45 3 0 07 OK all right, well, then I've ©  Informed consent... situation: Patient th husband and t
. rinve brother
t Pieter in Mont of me. Ja klopt. Is that right? OK, all right, I've read the referral and of @ [alientsraquast for

help (intake phasa)

course the They are going to ask some more questions and look at Ja. So if you're okay with it ©  Hejshe would like...
. . . @ Asked to cllent/e (part..,

then yes, then | want to start Unless you have any questions or something? No, | thought it
was nice to be able to get started a bit of a karify. But Okay, that's right. Well, | saw that. Je o Sl a

anamnesis

<

'ﬂjl_ especially. Major complalnts?




Example 5; chatbot advice

Overview Basic Medical Data Measurements Goals Questionnaire Knowledge Calendar

Health Score Laboratory values

A

o o a 1::3 {i5} Chatbot assistance
The chatbot is reading

65 72
m 1 H M N m March 2024 If you want to communicate b4
e I Ca I e S a n I Ve S Ll - - directly with health plan manager
h:. use tag @Willem please,

Your health plan and health graph are commendable g,
it's crucial to prioritize regular exercise and maintain e

advice based on that.

Blood Pressure
[MIEV Rl Concerning 110/78 100% Mental well- being

Hi there

Would you like me to create goals with tasks targetir

50
78 Your Health Score is overall good but there
[ i | are some areas you could improva, ke
‘ a } s ) Erviorment, your blood preassure and
~ glucase.
L [ Not today
-~
ol b b ]) L o Would you like me to create a goal specially
a e O u r I I l e I Ca t I O n designed to target improving these areas?
Body function Meaning
e
20 90 Yes, | want new goal to improve J
L
Value name From | March, 2024 ~ To January, 2025 \
Write a message 48
° Blood Pressure
Explanation goes here and it should 110/78 110/84 110/84 110/84 @
take this much space, it can get max to m
three rows. then we add . — e .
—_—
oo
|
° Body Temperature
Explanation goes here and it should 10/7 1 1 4 1
take this much space, it can get max to morze Torea 1or8 Torea
three rows. then we add ... —— e . "
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