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Abstract 
 
This document describes an initial version of the ASIMOV reference architecture, which consists of 
definitions of terms and multiple architectural views. In addition, this document contains a delimitation of 
the ASIMOV project tasks in terms of this reference architecture. 
 
The description of the reference architecture consists of both a generic architecture and applications to 
the use cases from the ASIMOV project. Specifically, a functional view, a high-level architecture view and 
a detailed architecture view are studied. The functional view describes the main functions and the data 
flow between them. The high-level architecture view shows the main parts of the system including their 
use in different phases of the development process. Finally, the detailed architecture view refines the 
parts and the relationships between them. The delimitation of the ASIMOV project tasks is done by linking 
the tasks to the detailed architecture and development process. 
 
This document can be used as a basis for further elaboration of the ASIMOV reference architecture. 
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1 Introduction 

This document describes the work performed by the ASIMOV Working Group that was initiated during 
the first General Assembly in December 2021. It is a response to the widely felt need for clarification on 
topics like which challenges to tackle in which ASIMOV task, what the functions and structure of the 
ASIMOV solution are, and how to name the system elements. 
 
This document is a first attempt to provide clarity on: 

¶ terminology, 

¶ system functions and structure, 

¶ project task allocation. 
 
This document contains the initial reference architecture, the generic description of and guidelines for the 
architectures developed in the ASIMOV project. 
 
1.1 The ASIMOV Challenge 
The projectôs challenge is well-described in the ASIMOV project proposal [1]: 
 

 
 
The project aims for capturing and enhancing systems architecting and engineering knowledge for the 
development of self-optimizing systems. 
 
Characteristics of the systems (single products, or members of a product family) that are addressed in 
the ASIMOV challenge: 

¶ Cyber-Physical System (CPS) that is 'too difficult' to optimize classically: 
o internally complex and hard to understand, 
o unattainable scale (e.g., number of controls, number of environmental settings, number 

of usage scenarios), 
o limited availability and low speed of actual systems, and expensive in use. 

¶ Optimization is crucial for system performance. 
 

In the project proposal several boundaries are set to create focus: 

¶ The ASIMOV solution is based on Artificial Intelligence (AI) and Digital twin (DT) technology: 

o Artificial intelligence: to circumvent the complexity of the systems and optimizations. 

o Digital twin:  to circumvent long response times and limited availability.  

¶ Focus on Reinforcement Learning (RL) as Artificial Intelligence technology: 

o The most promising AI technology for optimization challenges in the use cases. 

The ASIMOV solution is a system for optimizing a complex CPS. We can consider two different situations: 

¶ Green field, which means that both the system and the optimization solution are developed from 
scratch. 

High-tech cyber-physical systems (CPSs) play increasingly important roles in our society. They are 
ubiquitous, and companies, organizations and societies depend on their correct functioning. CPSs need to 
have high up-times, be user-friendly, and economically to use. CPS suppliers must assure that their systems 
reliably deliver optimal quality in customersô environments, without bothering their customers with complex 
system optimisation tasks that require highly skilled staff. Systems need to be optimally tuned before delivery 
and at installation and re-adjusted during use, which can easily require many hours/days and this total time 
increases rapidly due to growing project diversity and complexity. To address this major problem, it is 
ASIMOVôs vision that CPSs must be increasingly autonomous and self-optimising, which leads to the 
following central question:  
 
How to build complex high-tech systems that select their optimal settings autonomously within minimal time 
and with minimal external expertise? 
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¶ Brown field, which means the integration of an optimization solution into an existing system. This 
provides less freedom in the architecting process of the optimization solution, as the integration 
is usually not anticipated, or restricted, or constrained by the existing system. 

 
In the ASIMOV project we focus on the (more difficult) brown field situation, which is typical for the high-
tech industry. The resulting concepts will be applied in context of optimizing a Scanning Transmission 
Electron Microscope (STEM) and the testing of Unmanned Utility Vehicles (UUV). 
 

1.2 Goals and System Qualities 
Next to finding a self-optimization solution for a complex CPS, a further goal is the successful application 
of the solution (e.g., the trained AI) to similar complex systems (comparable products or members of a 
product family), without extensive further development (e.g., re-training the AI from scratch). 
 
The main system qualities that are of concern for the ASIMOV solution (once the AI components have 
been trained) are the following: 

¶ Accuracy of result (i.e., the state of the system after applying the optimization) 

o Does the result achieve the required accuracy? 

¶ Robustness 

o Ability to handle disturbances (external disturbances coming from outside of the 

system), extreme inputs, etc. 

¶ Reliability 

o Ability to always obtain a good result. 

¶ Reproducibility 

o Ability to always obtain the same result. 

¶ Time to result 
o Execution time in operational phase to reach the result. 

¶ Scalability 

o Ability to be usable in a product family, and for a variety of usage scenarios. 

¶ Explainability 

o Ability to give insight into how the solution works, and plausibility of the result. 

 

The ASIMOV solution, considered as a sellable product feature, should fulfil the stakeholders' 
requirements and constraints. These will influence the proposed reference architecture. Some of them 
are already mentioned above, as function-related qualities. One may also think of the more practical, 
realization-related challenges such as: 

¶ Footprint 
o How much space/energy does the solution need? 

¶ Integrability 
o How well can the solution be embedded into the existing product? 

¶ Maintainability 
o How well can the solution be upgraded or evolved in the field? 

¶ Development cost  
 
These factors often determine whether a solution is successful in the market or not. In this reference 
architecture we should take the most important drivers into consideration. The tasks of WP4 will address 
the drivers in more detail. 
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2 Definitions of Terms 

Only a small set of concepts is explained here. More terms are explained in other ASIMOV deliverables 
[2], [3], [4]. 
 
2.1 Conceptual System Levels 
It is important for an architect to understand the stakeholdersô needs. This is accomplished by taking 
various perspectives into account and making trade-offs across these perspectives. In Figure 1 a useful 
structure of perspectives is depicted by explicitly showing the ónestingô of systems that are identified for 
the ASIMOV solution. These conceptual system levels help to pinpoint at which level particular concerns 
plays a role. These concerns must all be addressed in the overall systems architecture. 
 

 
Figure 1 Conceptual system levels. 

 
We distinguish five conceptual levels: 

¶ Product domain: the surrounding systems or people that interact with the product. This is the 

level for describing usage scenarios, customer, and business concerns, etc. 

¶ Product: the system that will contain the optimization system as investigated in the ASIMOV 

project. 

¶ ASIMOV solution: the system-of-interest. The qualities of this solution (performance, scalability, 

etc.) are determined by its context (Product) and its constituents (Sub-systems). 

¶ Sub-system: the main parts of the ASIMOV solution, primarily the DT and the AI. 

¶ Component: the elements of a Sub-system that are needed to make it work (e.g., controller, 

interface, storage). 
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Figure 2 Conceptual system levels for the STEM use case. 

In Figure 2, these levels are refined for the STEM use case. This figure is the baseline for the team 
working on the use case and makes clear at which level the parts are positioned. The refinement for the 
UUV use case can be found in Figure 3. 
 

 

 
Figure 3 Conceptual system levels for the UUV use case. 

 
2.2 Simulation, Calculation, Model, and Digital Twin 
A definition of common terms is needed to simplify communication within the project consortium: 
 

¶ ñA simulation imitates the operation of real-world processes or systems with the use of models. 
The model represents the key behaviors and characteristics of the selected process or system 
while the simulation represents how the model evolves under different conditions over time.ò [5] 

¶ Calculation is the process of determining the value of something by mathematical means. In 
contrast to a simulation, this does not need to be connected to a real-world process or system in 
any way which does not exclude the possibility of calculations being (part of) simulations. 
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The terms ómodelô and ódigital twinô have led to many discussions in the field, and several papers can be 
found dealing with the meanings of the terms: 

¶ A model is a ñsystem of postulates, data, and inferences presented as a mathematical description 
of an entity or state of affairsò [6]. It is a representation of a system which is (more or less) static. 
This means it mimics the behavior of a snapshot of a system without the requirement to change 
as the system changes over time. 

¶ A digital twin (besides other capabilities) claims to evolve dynamically with its physical 
counterpart by updating within some interval  [7], [8]. In addition, a digital twin is thought to have 
capabilities beyond those of a simple model such as optimization, prediction, etc. by different 
authors [9], [10], [7], [11], [8]. 

 
For simplicity we adopt the definitions suggested by Aheleroff [12]; see Figure 4. 

 

 

Figure 4 Definitions of digital twins. 

At least initially in this project, we use the term ódigital twinô for an executable model, indicated in Figure 
4 as a Digital Model. This model mimics the behavior of the Physical Thing, the product in our case (see 
Figure 1), and the interaction with its environment. It can be controlled in a comparable way as the 
product. A true DT is fully synchronized with the product (the two system states are kept synchronized). 
In the ASIMOV cases, however, we must investigate if this is possible, let alone advantageous. 
 
2.3 Development Process of the ASIMOV Solution 
Another important consideration in the reference architecture is the development process: how to 
organize the development of the ASIMOV solution for current and future cases. Figure 5 shows a 
simplified view on the development process in four steps. 

 
Figure 5 Development steps of the ASIMOV solution. 

Legend: The arrows on the right indicate iterations over the steps. 
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Step 1: initial development 

¶ In step 1 the initial versions of the digital twin and the AI sub-system are created. It is a process 

where domain knowledge and measurement data are used to create a digital representation of a 

typical instance of the CPS. Next to that an infrastructure for the AI is being created, allowing for 

training and fine tuning in later steps. 

Step 2: connecting the DT and AI 

¶ One can óclose the loopô in step 2, by connecting the DT to the AI and allowing the exchange of 

observations and actions. 

Step 3: connecting the CPS 

¶ Replacing the DT with the real CPS is needed to allow the AI to exercise control over the CPS. 

Step 4: connecting to other CPSs 

¶ Other cyber physical systems of the same product family can be connected to allow control by 

the AI sub-system. 

 

When the initial development step has delivered (partially) functioning sub-systems, it is possible to work 

towards the final ASIMOV solution in an iterative manner. Further development activities can be 

separated into the following three phases: 

¶ Training phase 
o In the training phase, the optimization AI sub-system is trained on the DT sub-system.  

¶ Operational phase 
o The operational phase is where the optimization AI controls the physical system(s). 

¶ Fine-Tuning phase 
o In each development step the imperfections of the DT get exposed, but especially after 

connecting in steps 3 and 4 as more data from the real system becomes available. The 

DT as well as the optimization AI will need to be fine-tuned based on real world 

experiences. This tuning process is represented by circular arrows on the right side of 

Figure 5. 

 

2.4 Simplified Development Process of a Digital Twin 
As an example, we show in Figure 6 a proposal for the DT development process (as part of step 1). This 
is just an indication that can be used as a basis to organize the development. 
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Figure 6 Simplified development process of a digital twin. 

Legend: The blue boxes indicate the development steps, and the black arrows indicate the dependency / order. 
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3 Functional View 

The functions executed by a system describe what is being done or transformed by (parts of) the system. 
Functional views show the functions and their interactions in a graphical format, and they clarify what a 
system does. Note that these views leave out how functions are realized. 
 
When we consider the development phases as indicated in Figure 5, we should discuss two distinct 
functional views: functions in the training phase and functions in the operational phase. 
 
For the training phase, the training process is shown as an optimization process in Figure 7, using the 
IDEF0 format [13], i.e., input arrows are impinging from left into the function box, outputs are exiting at right, 
control inputs point into the top; the dashed arrow from below indicates the system/actor performing the 

function. From this perspective three major functions can be distinguished: 

¶ Controller function (F3: Control the optimization), executed by the Optimization Control System: 
o Decides how well the training proceeds, and when the process should be stopped. 

¶ Modelled behavior function (F1: Execute system behavior), performed by the Digital Twin: 
o Creates the (modelled/simulated) system behavior (expressed as ósystem outputô). 

¶ AI-function (F2: Analyze, learn and determine next setting), performed by the AI sub-system: 
o Learns from the system output, system behavior provided to it, and for suggesting new 

settings to learn more. 
The figure furthermore indicates the essential information exchanges needed to enable the training on 
the arrows. 
 
The arrows show the exchanged information:  

¶ optimization goals: the input parameters (influencing the system behavior) that must be optimized 
and the target values of the output 

¶ optimization status: current state of optimization 

¶ system settings: configuration information determining the systemôs (DT) behavior 

¶ operational procedures: configuration information which optimization method(s) to follow 

¶ AI settings: configuration information about algorithm choice, policies, etc. 

¶ optimization control commands: the commands that start, stop, or pause the optimization 

¶ environment settings: configuration information that describes the relevant system environment 

¶ system commands: information that determines the systemôs (DT) behavior (e.g., changing the 

systemôs knobs settings) 

¶ system output: information describing the systemôs (DT) behavior 

¶ request for system change: request to change the systemôs (DT) behavior  



D4.a 
ASIMOV Reference Architecture 

<Confidential> 
 

 
 

    

Version Status Date Page 
version 0.3 public 2022.05.25 15/31 

 

 
Figure 7 Functional diagram for the training phase. 

For the operational phase, the functional diagram looks similar. In principle, function F1 should in that 
case be executed by the real system, not the digital twin. In this phase, the learning in F2 is optional (it 
could be that the conditions are such that continued learning is possible and acceptable). 
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4 High-Level Architecture 

For the three phases of the development process that were identified in Section 2.3, a high-level system 

architecture can be defined once the digital twin in modelling phase (step 1) has been completed. These 

phases are as follows: 

¶ Training phase: training of a reinforcement learning model through synthetic data generated by 

a digital twin of the physical system. 

¶ Operational phase: application of the trained reinforcement learning model to the physical 

system. 

¶ Fine-tuning phase: refining and fine-tuning of the reinforcement learning agent and/or digital 

twin through logs gathering during the operational phase. 

The high-level system architecture in this section should be considered as one of the generic 

architectures out of many alternative solutions. There could be many architectural patterns to follow while 

designing a solution. Figure 8 shows one possible architectural option that could be followed while 

designing and developing the ASIMOV solution. 

 

Figure 8 High-level architecture. 

The blocks and arrows in Figure 8 are described as follows: 

¶ Physical System: Represents the cyber physical system that for the use cases can be mapped 

to an electron microscope or a UUV on a testbed (e.g., virtual campus). 

¶ Digital Twin: Represents the digital representation of the physical system to simulate realistic 

system behavior. It could comprise several components that might have connections between 

each other. Each component takes input and digital twin parameters and generates output that 

can be used by other components. The digital twin itself also reveals an interface where it takes 

actions and generates observations. 
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¶ Reinforcement Learning Agent (RL Agent): Represents the AI part of the ASIMOV solution, 

which will be trained with digital twin output to select necessary actions to find optimal system 

settings and tune the physical system. 

¶ Reward System: Represents the incentive mechanism when training the RL agent to tell what 

is good and what is bad through reward and punishment. It takes observations from the digital 

twin or physical system, and computes rewards or punishments. 

¶ Data Orchestration: Represents the central database for all data logged by the different blocks 

in the high-level system architecture. These logs collected during the operational phase are later 

used to refine the digital twin and AI model during the fine-tuning phase. 

High-level system architectures that could be used as a reference for the training, operational, and fine-

tuning phases as well as mapping these architectures to the ASIMOV use cases are presented in the 

following subsections. 

 

4.1 High-Level Architecture for Training Phase 

4.1.1 High-Level Architecture for the Training Phase of the STEM Use Case 

This section presents the mapping of the high-level architecture for the training phase to the STEM use 
case. In Figure 9, the high-level architecture on the left side is mapped to the STEM use case on the right 
side, where inactive/unused blocks are faded out. The Electron Microscope and Data Orchestrator blocks 
were faded out as they are no integral part of the training phase. 

 
Figure 9 High-level architecture for the training phase of the STEM use case. 

For the training phase, it is highly likely that there should be more than one high-level architecture. Even 

though the TEM and UUV1 use cases have direct interaction with the physical system, this does not apply 

to the UUV2 use case. The UUV2 use case does not have a feedback loop once it interacts with the 

physical system (i.e., Real UUV on a Testbed). 

As can be seen in the figure, the Digital Twin for the STEM use case generates Ronchigram images along 

with other relevant parameters for training condenser aberration corrector agent. The Condenser 

Aberration Corrector agent generates stigmator x and stigmator y action values and feeds them to the 

Digital Twin. The Reward system is mapped to the Astigmatism Level component where the magnitude 

of astigmatism is measured that yields the reward/punishment. 

4.1.2 High-Level Architecture for the Training Phase of the UUV Use Case 

This section presents the mapping of the high-level architecture for the training phase of the UUV use 

case. In Figure 10, the high-level architecture on the left side is mapped to the UUV use case on the right 
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side, where inactive/unused blocks are faded out. The Real UUV on a Testbed and Data Orchestrator 

blocks are faded out as they are no integral part of the training phase. 

 

Figure 10 High-level architecture for the training phase of the UUV use case. 

As can be seen in the figure, Digital Twin component for the UUV use case generates output such as 

LIDAR, image, and position data and takes dynamic and static variables for scenario generation (UUV1) 

or sensor parameters (UUV2) as input. Input from the Digital Twin is used to train RL Agents for the Test 

Scenario Parameter Generator (UUV1) and Sensor Parameter Optimizer (UUV2). The reward system of 

the UUV case measures the criticality and useful information density (UUV1) and alignment of available 

and detected objects (UUV2) that yields the reward/punishment. 

 

4.2 High-Level Architecture for Operational Phase 

4.2.1 High-Level Architecture for the Operational Phase of the STEM Use Case 

This section presents the mapping of the high-level architecture for the operational phase of the STEM 
use case. In Figure 11, the high-level architecture on the left side is mapped to the STEM use case on 
the right side, where inactive/unused blocks are faded out. The Digital Twin component is faded out as it 
is no integral part of the operational phase. 

 
Figure 11 High-level architecture for the operational phase of the STEM use case. 
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In the operational phase of the STEM use case, the Condenser Aberration Corrector agent receives 

Ronchigram images along with other relevant parameters and tunes stigmator x and stigmator y knobs 

at runtime until the Electron Microscope (with aberrations caused by condenser lens) is free from 

astigmatism. The connection to the Reward system (i.e., Astigmatism Level) is left optional with dotted 

lines as it is not required in the operational phase, but it provides additional information to keep in logs 

that could be used for fine-tuning later. 

The Digital Twin of the Physical System does not have a checking and predictive role in the operational 

phase for this architecture. 

4.2.2 High-Level Architecture for the Operational Phase of the UUV Use Case 

This section presents the mapping of the high-level architecture for the operational phase of the UUV use 
case. In Figure 12, the high-level architecture on the left side is mapped to the UUV use case on the right 
side, where inactive/unused blocks are faded out. The Digital Twin component is faded out as it is no 
integral part of the operational phase. 
 

 
Figure 12 High-level architecture for the operational phase of the UUV use case. 

In the operational phase of the UUV use case, the Test Scenario Parameter Generator (UUV1) and 

Sensor Parameter Optimizer (UUV2) agents receive data such as LIDAR, image, and position from the 

Real UUV on a Testbed and tune dynamic and static variables at runtime. The connection to the reward 

system (i.e., useful information density of dataset) is left optional with dotted lines as it is not required at 

operational phase, but it provides additional information to keep in logs that could be used for fine-tuning 

later. 

 
 

4.3 High-Level Architecture for Fine-Tuning Phase 
While the operational phase is in action for a certain period, the log data generated by various blocks in 
the high-level system architecture is stored in a database. This log data is used in the fine-tuning phase 
to refine the Digital Twin and Reinforcement Learning Agent. 

4.3.1 High-Level Architecture for the Fine-Tuning Phase of the STEM Use Case 

This section presents the mapping of the high-level architecture for the fine-tuning phase of the STEM 
use case. In Figure 13, the high-level architecture on the left side is mapped to the STEM use case on 
the right side, where inactive/unused blocks are faded out. The Electron Microscope and Reward system 
(i.e., Astigmatism Level) components are faded out, as they are no integral part of the fine-tuning phase. 
 


























