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1. **Executive summary**

Work package three focuses on solving problems related to complex evolving system, which can be ML based or traditional software projects. The problems address different aspects of evolving systems, starting from automated test case generation, either based on UI of the application or processing different textual sources, to analyzing test result and all the way to different physical aspects of a device.

Scriptless test generation aims to ease the E2E testing by applying both, non-ML and ML techniques to generate test suites with a high coverage level. The project also provides automated change detection and visualization based on comparing inferred state models of consequent SUT versions.

Machine learning-assisted automated performance testing aims to solve the complex requirements in the performance testing area. It uses a reinforcement learning (RL) algorithm to find optimal test cases detecting performance problems.

Test generation and prioritization aims to process different textual data sources with an NPL algorithm and then use RL-based test generation and prioritization.

Research in anomaly detection for industrial environments has analyzed currently existing techniques and tools and is in underway in building a tool to provide more comprehensive view in the current software lifecycle.

Flaky tests-based detection tries to solve a problem related to randomly failing tests by analyzing previous tests data and displaying result in command line.
Test failure root cause analysis is in early stages but tries to provide categories test failures in similarity groups.

Oracle mining uses machine learning to process requirements and tries to provide precise oracles in a two-step process.

Automating test verdict generation via model learning aims to build models from the application UI and display changes between different application versions.

Conformal prediction for edge applications tries to predict with machine learning when hardware might break by collecting data from sensors.

2. Test generation and test prioritization for fault detection

2.1. Scriptless E2E test generation for ES with coverage analysis (OUNL, Innspire, Marviq, F-Secure, ING)

Building a test automation pipeline of complex evolving systems (ES) is an elaborate task, especially on the end-to-end (E2E) level. One of the main challenges is the fact that the resulting test suites are difficult to maintain. We plan to address this challenge by applying both, non-ML and ML techniques to generate test suites with a high coverage level. Techniques, methodologies, and tools are needed to be able to:

- generate test cases automatically with a good level of interpretability for
  - different stages of test automation (TA);
  - different types of applications: standalone, web, and mobile applications;
- reuse generated test suites and inferred application models to optimize TA in terms of time and coverage.

2.1.1. State of the art

Traditionally, software test automation is based on scripts (pre-defined test sequences with test oracle checks) that are either automatically generated from models or written by a human. In scriptless test automation, the test sequences are generated dynamically during the execution, usually one step at a time, based on automatically detected available interactions that the end user could perform, or events from the environment. The execution of the action includes waiting for the reaction from the system under test (SUT). Figure 2.1 depicts the process of scriptless testing at a high level.
The action selection often involves some level of randomness, and therefore scriptless GUI testing is often called random or monkey testing. One of the research directions for trying to make monkey testing tools smarter has been using AI and machine learning for improving action selection. Usually, some kind of model inference approach has to be used for the learning process. Often, the reward or fitness functions have been connected to increased GUI or code coverage [7], [8]. This kind of strategy usually rewards visiting (i.e., covering) all GUI states at least once. However, visiting all GUI states does not mean that all paths or combinations of paths have been visited.

Inferring state models during automated GUI exploration has been researched with various approaches, for example, GUITAM [9], GUI Driver [10], and Crawljax [11]. However, automated change detection by comparing inferred models of consequent system versions has not been widely researched; Murphy tools [12] seems to be the only existing approach in the literature.

2.1.2. Contributions

Open source TESTAR tool is being used for scriptless graphical user interface (GUI) test generation and state model inference in continuous integration (CI) environment for selected software packages in the use cases of F-Secure and ING. TESTAR dynamically generates test sequences during the exploration of SUT, one step at a time, based on detected available actions. TESTAR supports state model inference during the automated exploration of the GUI of an application and uses the model for systematically (but in random order) trying out all the available actions in all the explored states.

During IVVES project, TESTAR has been extended to use the inferred models for reinforcement learning with various reward functions to improve action selection and automated change analysis based on comparing the inferred state model of consequent SUT versions. During the evaluation, we noticed that various SUTs required different levels of abstraction. Therefore, TESTAR was extended with a feature that allows configuring the state abstraction and action abstraction for each SUT. There are also two new open-source tools for automated change detection and visualizing the changes for the end user. One of the tools
is using the database containing the state models inferred by TESTAR. The other one is a stand-alone tool implemented by F-Secure, including also the GUI exploration.

For Windows desktop applications, TESTAR uses Windows accessibility API to access the GUI information for detecting the state of the SUT and available actions. For web applications, TESTAR uses Selenium WebDriver. During IVES project, TESTAR has been extended to support mobile applications by using Appium to connect to a mobile device emulator.

To increase the speed of state model inference and GUI exploration, TESTAR has been containerized for Docker and extended with support for distributed/parallel GUI exploration with shared state model database.

To increase the effectiveness, TESTAR has been integrated with SonarCube for code smell analysis and directing GUI testing into the risky parts of the code based on previously measured code coverage foot-prints of each GUI action.

2.1.3. Claimed novelty
The novel aspects of TESTAR extensions include:

- using inferred state models for machine learning to improve action selection in scriptless GUI testing,
- distributed/parallel model inference and GUI exploration with shared state model,
- using code coverage foot-prints of GUI actions to direct TESTAR action selection to cover specific parts of the code,
- support for testing mobile applications with TESTAR,
- automated change detection and visualization based on comparing inferred state models of consequent SUT versions.

New publications have been written and more are expected from the results.

2.2. Machine learning-assisted automated performance testing (RISE)

2.2.1. Performance testing: State of the art
Performance, which is also called efficiency in some taxonomies, is a quality characteristic which describes the time and resource bound aspects of a system’s behavior and is of great importance for the success of many products. It’s measured in terms of some metrics like response time, throughput and resource utilization.

Performance analysis is typically done to measure performance metrics and detect performance-related issues. Performance issues could be referred to as any violation of performance requirements or any functional problems emerged under special performance-related conditions such as heavy workload and limited resource availability. Several methods have been developed to analyze the performance of software products. Performance modelling and performance testing are two main classes of techniques used for performance analysis. Modeling methods [13, 14, 15, 16, 17] are mainly based on the performance models
extracted from the system model or the source code of the target system. While, in
performance testing, certain test cases (scenarios) are generated and applied during the
execution of the SUT to trigger performance failures, e.g., violations of performance
requirements. Many of the common performance testing approaches such as techniques
based on source code analysis [18], system model analysis [19, 20], user behavioral models
[21], and declarative behavior specifications [22, 23] mostly rely on source code or system
models.

Performance testing challenges. Software performance testing to find performance issues
upon new changes mainly occurred within CI/CD practice is always a challenging task.
Therefore, automated performance testing is of importance in this regard and subsequently
one of the primary concrete challenges in software performance testing is generating
appropriate test cases (test scenarios) in an efficient and cost-effective way. Performance test
scenarios are intended to detect performance degradation issues. By detecting performance
degradation issues at an early phase, the changes leading to the degradation is easier to
localize and could be actively decided upon, and consequently the extra cost at the customer
side due to degraded system performance can be avoided.

Currently, the performance test is done manually for many software products. However, due
to the increasing complexity and diversity of the products and the services requested by
customers, the need to automate the performance testing process is highlighted. In the
manual testing process, several test cases have to be executed upon each change in the
software. Not only, the manual process is time-consuming and laborious, but also it is error-
prone and does not provide any correctness guarantee since it relies on expert knowledge.

On the one hand, in many cases in order to generate test cases, we usually have a large input
space to explore which makes manual test case generation a time-consuming and laborious
task. On the other hand, we usually do not have any knowledge about the internal structure
and dynamics of the SUT, and the interaction with its public interface is the only way to learn
about the SUT’s performance characteristics. Last but not least, we usually have a limited test
budget, which means that we are not free to execute a large set of test cases hoping that
some of them will reveal performance defects. Instead, we need to be careful about the test
cases that we select for running on the SUT.

Taking advantage of the recent advances in machine learning, machine learning-assisted
techniques have been used widely for meeting the need for automated performance testing.
In our work, we propose reinforcement learning-assisted approaches which learn from the
behavior of the SUT to generate promising/effective test cases automatically and efficiently.
The details of the proposed techniques are presented in the following sections.

2.2.2. Contributions
Reinforcement learning (RL) [24] is a fundamental machine learning paradigm which is mainly
intended to address decision making problems. Inspired by human’s learning, RL is used to
find the optimal way to make decisions. The learning procedure is quite different from
supervised and unsupervised learning algorithms. The learning is based on continuous
interaction between a smart RL agent and the problem environment which is system under
test (SUT) in our research case. At each step of interaction, the smart test agent observes the status of the environment and makes a decision. The decision is generating a test scenario, e.g., based on changing the variables involved in forming the test scenario. Then the SUT is executed under the recommended test scenario, and the test agent receives a reward signal indicating the effectiveness of the recommended test scenario. One of the main differences between RL and other learning paradigms is that there is no supervisor in RL, i.e., the agent just receives a reward signal from the environment, and the agent goes through the environment based on a sequential decision-making process.

With regard to the characteristic of RL, we proposed that if the optimal policy (way) for accomplishing the intended performance test objective could be learned by a test agent, the test could be done automatically without need to access to source code or performance/system models. Moreover, once the optimal policy is learned, it can be reused in further testing situations, for example, regression performance testing of a SUT or performance testing of SUTs with similar performance sensitivity to resources [25]. Therefore, the capability of knowledge formation and reusing the gained knowledge in further situations is a key feature leading to test efficiency improvement. Based on this idea, we have proposed an RL-assisted performance testing framework that learns the optimal policy to accomplish the intended test objective without access to system model or source code of SUT. Once it learns, it is able to reuse the learned policy in further testing cases [25, 26, 27]. The proposed framework consists of two performance testing tools: SaFReL [28] and RELOAD [25, 29].

SaFReL, as a self-adaptive fuzzy reinforcement learning test agent which generates performance platform-based test cases, learns how to tune the resource availability to reach an intended performance breaking point for different types of SUTs with different levels of sensitivity to resources. It assumes two phases of learning: initial and transfer learning phases. First, it learns the optimal policy to reach the intended performance breaking point for different types of SUTs, i.e., CPU-intensive, memory-intensive and disk-intensive software. Once learning the optimal policy, it replays the learned policy on further similar SUTs. The conducted experimental evaluation shows that SaFReL can perform efficiently and adaptively on different software programs, i.e., CPU-intensive, memory-intensive and disk-intensive SUTs running on various hardware configurations and with different response time requirements. SaFReL accomplishes the intended test objective, i.e., finding performance breaking point, more efficiently in comparison to a typical stress testing technique which generates performance test cases in an exploratory way. SaFReL leads to reduced cost in terms of computation time by reusing the learned policy upon the SUTs with similar performance sensitivity [28].

RELOAD is an adaptive RL-driven load testing agent which learns how to tune the load of transactions in the submitted workload to the SUT to accomplish the test objective (e.g., finding an intended performance breaking point). It learns the optimal policy to generate a cost-efficient workload to meet the test objective during an initial learning, then it is able to reuse the learned policy in later tests within the continuous testing context, e.g., for meeting further similar test objectives. RELOAD generates a more accurate and efficient workload to accomplish the test objective compared with baseline and random load testing techniques,
without access to source code or system models. Moreover, once it learns, it is able to reuse
the learned policy in further situations, i.e., testing w.r.t. different objectives on the SUT and
still keeps the improved efficiency over later test episodes [29].

2.3. Test generation and prioritization for ESG-investment (SII CONCATEL)

2.3.1. State of the art
The irruption of game-changing innovations and open-source technologies in NLP is changing
the way that companies work with text. Unstructured text is being used as input data for
many industrial domains (i.e., predicting market trends based on sentiment analysis). Data
Analytics companies are curating and collating text information from diverse sources to feed
AI models (Figure 2.2) and provide trends and insights. Its combination with other AI
techniques applied to numerical data is fostering the integration of NLP into regular Data
Analysis.

![Figure 2.2: General workflow for NLP-based models to provide trends and insights in finance sector](image)

ESG (Environmental, Social and Governance) investing refers to a class of investing that is also
known as “sustainable investing.” This is an umbrella term for investments that seek positive
returns and long-term impact on society, environment and the performance of the business.
To assess a company (an asset) based on environmental, social, and governance (ESG) criteria,
investors look at a broad range of behaviors to set the ESG score for a given asset.
**Figure 2.3:** Estimates of assets under management with an ESG mandate.

Source: Deutsche Bank.

The compilation of these scores is based on the analysis of a vast amount of fast changing alternative data sources, including non-structured information (websites, news, corporate reporting...) that can’t be processed with traditional keyword searches and manual analysis. Since ESG investment is a solid trend that is increasingly impacting the market (Figure 2.3), the data sources to analyze are growing fast. Given the vast amount of data and information available, that analysis can only be reliably carried out with artificial intelligence. New, powerful AI-based systems are now on the scene that can potentially reduce manual tasks and increase efficiency. However, new V&V techniques are required:

- The growth of AI-based analysis of sources has also impacted the way that companies communicate with the external audience, being savvier with their wording. This is causing the appearance of biased content, that must be taken into account before applying NLP-based techniques -heavily relying on sentiment analysis- to get insights and trends. Hence, a systematic and continuous analysis of source credibility and content credibility must be implemented.

- The AI-based systems must continuously adapt to a great variability in sources and content, that are constantly changing. Information sources evolve, mutate and topics related to ESG change over time. Hence, test maintenance and prioritization are challenging.

Added to this, since the outcomes of the evolving systems are insights that may impact investment decisions, these systems are subject to regtech (regulatory technology) constraints that must be taken into account.

There are different approaches for test case Reinforcement Learning-based test case prioritization. Zhaolin, et al. [83], provides a reference for test case prioritization to save computing resources in Continuous Integration. In [83], a novel reward function is proposed, by using partial historical information of test cases effectively for fast feedback and cost reduction. The approach is focusing on reducing the huge cost in terms of time and resource
availability defining the Average Percentage of Historical Failure with time Window (APHFW), as a novel reinforcement learning reward function, that utilizes a time window to filter recent historical information to calculate reward value.

2.3.2. Contributions
The main technical contribution is supporting testing based on Reinforcement Learning for NLP-based ESG evolving systems. Specifically, given an ESG-investment-focused ES and a set of rules defined by an expert for scoring securities with respect to ESG criteria, develop masked language models.

![Figure 2.4: Templating with masked language models.](image)

The RL-based test generation and prioritization is based in a time window-based reward function that will also take into account the most effective Metamorphic Relations for a given case. For the selection of effective Metamorphic Relations, the model will initially interact with the templates generated in WP2 with masked language models (Figure 2.4), and eventually will control “Plug” operators.

As an outcome, the most effective Metamorphic Relations will be selected to generate the optimal test cases to execute, taking also into account performance.

2.3.3. Claimed novelty
- ESG news validation to train the Fintech model
- XAI applied to NLP and keyword recognition
- Automatic detection of fake news.

2.4. Anomaly detection for industrial environments (KeyLand)

2.4.1. State of the art
KEYLAND has conducted a comprehensive state-of-the-art analysis of the techniques, methodologies and the use of technologies to detect the maintenance needs of AAS, and to reflect the changes that have occurred in the physical system of the machine learning model. An extensive analysis of the methods and techniques for dynamically assessing and cataloging the quality of the data sets used has also been carried out through an analysis of the different proposals.

A state-of-the-art analysis of the techniques and technologies based on machine learning tests that can be applicable in the context of the industrial sector has been carried out, taking into account all the scenarios and use cases involved in this project.
These analysis tasks have allowed the creation of a common framework for all existing methods, techniques and tools to be used.

This will also allow the development of components capable of working with data collected from different sources.

In order to have a clearer, global picture of the current state of validation techniques for SAAs, at IVVES we have mapped the ES lifecycle in a two-dimensional space where the vertical axis (Y) is used to measure complexity and the horizontal lifecycle stage (X). Figure 2.5 shows that mapping. Since software development is an iterative process, after the production release phase, the design starts again. It is important to understand that the techniques used are based on simpler ones. The "automatic test prioritization" is almost impossible to implement without consolidated components in the context of "CI/CD" and "test result data collection".

![ES Lifecycle Diagram](image)

**Figure 2.5: Lifecycle of SAAs**

A summary of different existing techniques and tools (which can be integrated in different phases of the project) is shown in the following table:

<table>
<thead>
<tr>
<th>Technique</th>
<th>Tests level</th>
<th>State</th>
<th>Adoption level</th>
<th>Tools (if available)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New features</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modelling</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------</td>
<td>-----------------</td>
<td>-------</td>
<td>----------------</td>
<td></td>
</tr>
</tbody>
</table>
| Threat Modelling | Req. | P | High | - STRIDE  
| | | | | - P.A.S.T.A.  
| | | | | - Trike  
| TLA | Req. | A | Low | - TLA toolbox |

| Improvements |
|-----------------|-----------------|-------|----------------|
| Automatic bugs triaging | Req., E2E | A | Medium | - CERT Triage tool / Exploitable |

| Development and Testing |
|-----------------|-----------------|-------|----------------|
| Development |
| Static code analysis | Unit | P | High | - SonarQube  
| | | | | - Language specific IDEs, linters and analysis tools |
| Code anomaly detection | Unit | A | Low | - REPD |
| Formal Verification | Req. | P | Medium | - Uppaal  
| | | | | - PRISM  
| | | | | - Rebeca (Afra) |
| Risk-based testing | Unit, Int., E2E | P | Medium |

| Tests creation |
|-----------------|-----------------|-------|----------------|
| Automatic tests creation |
| Fuzzing | Int., E2E | A | Medium | - LibFuzzer etc  
| | | | | - American Fuzzy Loop  
| | | | | - AddressSanitizer, ThreadSanitizer, MemorySanitizer  
| | | | | - OssFuzz |
| Metamorphic testing | Unit, Int., E2E | A | Low |
| Search-based testing | Unit, Int., E2E | A | Medium | - EvoSuite  
| | | | | - Randoop  
| | | | | - Microsoft IntelliTest  
| | | | | - DiffBlue Cover |
| Model-based testing | E2E | A | Medium | - Test Modeler  
| | | | | - APOGEN with Crawljax  
| | | | | - ALEX |
| ML-based testing (model free reinforcement learning) | Unit, E2E | A | Low | - RELOAD  
| | | | | - SaFReL |

<p>| Tests maintenance |
|-----------------|-----------------|-------|----------------|
| Automatic test selection and prioritization | Unit, Int., E2E | A | Low | - TestArchiver and ChangeEngine by SALabs |</p>
<table>
<thead>
<tr>
<th>Operation</th>
<th>Test Environment</th>
<th>Priority</th>
<th>Method</th>
<th>Additional Tools</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Automatic root cause analysis</strong></td>
<td>Unit, Int., E2E</td>
<td>A</td>
<td>Low</td>
<td>- Functionize platform&lt;br&gt;- Delta debugging tools</td>
</tr>
<tr>
<td><strong>Automatic test suite reduction</strong></td>
<td>Unit, Int., E2E</td>
<td>A</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td><strong>Automatic healing</strong></td>
<td>Unit, Int., E2E</td>
<td>A</td>
<td>Low</td>
<td>- Functionize platform</td>
</tr>
<tr>
<td><strong>Analytics and monitoring</strong></td>
<td>E2E</td>
<td>P</td>
<td>High</td>
<td>- AWS Cloud Watch&lt;br&gt;- New Relic&lt;br&gt;- Kibana&lt;br&gt;- Google Analytics&lt;br&gt;- Matomo</td>
</tr>
<tr>
<td><strong>Real usage-based testing</strong></td>
<td>E2E, Int.</td>
<td>A</td>
<td>Low</td>
<td></td>
</tr>
</tbody>
</table>

### 2.4.2. Contributions

We are still developing a component whose implement a kind of monitoring and diagnostic module, in which, through the metrics collected by monitoring tools such as Istio or Prometheus, we will try to monitor the system to look for possible operating problems, either due to external factors (machine, network, ...) or internal (malfonctioning of some parts of the system, anomalous input or output values, ...).

![Figure 2.6: Example of Prometheus + Grafana dashboard](image)

---

**Figure 2.6:** Example of Prometheus + Grafana dashboard
Then, depending on the type of problem detected, we will try to perform a root cause analysis to try to isolate which of the analyzed components are causing some kind of problem, either individually or in combination with each other.

2.4.3. Claimed novelty

- Automatic fault detection in industrial environments
- Generator of possible causes of internal or external failures in industrial environments.

3. Flaky tests-based detection (F-Secure, University of Helsinki)

In continuous integration and continuous delivery (CI/CD) pipelines, where there usually are lots of tests and test execution is frequent, going through all test results is not possible by humans. Especially in integration and acceptance test level, there are many reasons why a test may randomly fail. For example, the application under test may have integrations to an external system or a system which cannot be controlled by a team developing the application under test. When these external systems suffer a downtime or from bug, it may cause tests to randomly fail. Please note that there are numerous reasons why random failure might happen and it is not limited to the previous example. These random failures, if there are many of them, can reduce the trustworthiness on the CI/CD pipeline.

When people responsible for the CI/CD pipeline review the test results, usually there are not enough resources to review all results or even all the failures from the different executions. Experts usually resort to looking at the latest failures and perhaps looking at the first failure and assume that all failures are originating from the same reason. If there are multiple CI jobs, they might look for failures in a single job and assume that all the jobs have the same reason for failure. Therefore, experts might have different opinions about what test fails randomly and how often random failures happen.
3.1. State of the art

Because random failures may reduce the trustworthiness of the CI/CD pipeline, traditionally test results are analyzed manually at looking results from the CI/CD pipeline. When there are random failures in the pipeline, analyzing results and coming to resolution is manual and time-consuming work. That time is away from more important work, for example, new feature development. Currently many CI systems are capable of visualizing the latest execution results or show trends of failing/passing/ skipped for a time period. Although many CI/CD systems allow configure how long execution results are kept, many development teams choose to limit the period as narrow as possible, because usually it is expensive to keep results in the CI/CD pipeline.

Also, systems that can provide better visualization services, than usually are available in the CI/CD system, are available for but usually those systems require sending data to external system. Also, these services require effort to set up and maintain.

To get continuous and comprehensive feedback from their CI/CD system, flaky test detection was developed. Flaky test detection has three different parts and all parts are running inside of the CI/CD pipeline.

1. Processing xunit result in xml format
2. Finding the flakiest tests from the results and presenting result easy to understand format.
3. There is also example integration script for GitHub actions, which can be used download xunit result from GitHub actions artifacts.

The flaky test tool process is illustrated in the figure above. First data is retrieved either from CI/CD pipeline or from other storage where xunit results are kept. Tool provides example integration script how xunit result can retrieved from GitHub actions and similar technique can be usually applied in the other CI/CD pipelines or a blob storage. After data retrieval, tool will process the xunit result and calculate based its algorithm which tests are flaky. Tests that change test often and state changes are most resent are more important than tests which are further in history or have less state changes. Tool also provides few options which can be used to adjust the algorithm how test state changes are counted and how many flaky tests are presented in the results. After results are calculated, the tool prints out a simple table of tests which are the flakiest. Table can be viewed from command like STDOUT and optionally tool can be configured to save the result as heatmap image file.
3.2. Contributions
Flaky test detection tool is open source and is published under Apache license version 2 in GitHub. It is also available as PyPi package or if used from GitHub actions, it runs as an action in the pipeline.

For the data retrieval part, we provide an example script how to integrate with GitHub actions and how to download artifacts from GitHub actions. For demonstration purposes, there is a separate GitHub project which shows the tool in use, with full integration on GitHub actions.

Development teams can choose the method which is best suitable for them, from zero install in the GitHub Marketplace to fully managed install from PyPi.

3.3. Claimed novelty
Jonathan Bell et al. [98] have proposed “a general purpose, lightweight technique for detecting flaky tests by tracking differential coverage”. The technique has an open-source implementation for Java, called “DeFlaker”. Gustavo Pinto et al. [102] have researched how prevalent flaky tests are and have concluded that flaky tests are relatively common in IO projects. They have also noticed that detecting flakiness with test reruns is challenging. Wing Lam et al. [101] have done research on categorizing flaky tests and have come up with two distinct classes of flaky tests; order-dependent and order-independent. They find that most flaky tests are order-dependent. They also introduce a guideline that states that a test should be run only up to five times to reveal flakiness. Alex Grose and Josie Holmes [99] propose “a number of formal definitions of types of nondeterminism (horizontal and vertical) and an implementation, based on these definitions, for detecting and debugging nondeterminism in property-based testing”. Wing Lam et al. [100] propose a technique for enhancing regression test selection by making it dependent-test-aware.

The flaky test detection tool does rely in code coverage calculation or does not require doing analysis in the test or application source code. Example in compiled languages, like C++, calculating code coverage in acceptance test level is complex or is not possible during the runtime of the application. The tool changes the view to the problem and only looks at the test results to determine the flakiness of the tests. As in input data tool uses xunit xml, which is available out of the box in many testing frameworks.

4. Test failure root cause analysis (F-Secure, University of Helsinki)
When doing acceptance or integration testing, tests have connections to external systems or depend on a resource which cannot be controlled by team developing. In specially in the acceptance test level, individual test tends to be complex, example test might require setting up data, driving the application to certain state and many more action before the test reaches the point where it starts the actual testing process. Also, when test setups the application, data or configuration, it is usually test responsibility to clean up the done setups. Because of the complexity in the test, single and same test may fail in multiple different ways. In continuous integration and continuous delivery (CI/CD) pipelines, where there usually is lots of test and test execution interval is frequent, going through all test results is not possible by humans.
When people responsible for the CI/CD pipeline review the test result, usually there are not enough resources to review all results or even all the failures from the different executions. People usually result looking at the latest failures and perhaps looking at the first failure and assume that all failures are originating from the same reason. If there are multiple CI jobs, people might look for failures in a single job and assume that all the jobs have the same reason for failure. Therefore, different people will have different opinions about what is the reason for the failure in the individual test, because test might have been failing in multiple reasons in different test execution runs in the pipeline.

4.1. State of the art

Usually CI/CD systems or other data visualization systems display results based on the single execution in the pipeline and do not take account of the history of execution. Or pipeline can display results as trend, but do not do deeper analysis on the failure reason. Because single test may fail in multiple different ways in different executions in the pipeline or different tests may fail on same underlying reason, just displaying trends or looking at the single execution result is not sufficient to determine the root cause of the test failure.

Instead of counting tests results and doing root cause analysis manually based on the test results, we think that it is it should be possible to parse the test result from the test execution logs and apply machine learning model to group or label similar failures. We are currently in the early stages of the study but based on the initial analysis we believe that it is possible to use ML to find similar failures from test logs. If grouping can be done by ML algorithm, it can be more accurate and can process more data than a human would go through in a manual process. This would shorten the time taken in the analysis of test results and saved time could be more efficiently used to fix the problem.

4.2. Contributions

Currently we do not have any public contributions, because we are in the early stages of research. Initial results look promising, with sample data provided from F-Secure test automation. If the results are good, we aim to publish this tool as an open-source package in GitHub with University of Helsinki.

4.3. Claimed novelty

Currently there are various visualization systems for test results, but the existing systems neither perform analysis on deeper levels nor perform root cause analysis.

5. Oracle mining (CRIM)

5.1. Introduction

Automating the test generation from requirements expressed in ambiguous natural languages is challenging, even for controlled ones. It can be decomposed into two steps: the automatic generation of formal specifications and test generation from formal specifications. Formal specification plays the role of an oracle in testing, i.e., it specifies the relation between the inputs and the expected outputs. However, constructing formal specifications is a very
challenging task. CS Canada and IVVES industrial partners are facing this challenge in testing (critical) evolving systems. Requirements describe features and functionalities of systems in terms of constraints that must hold on variables that represent concepts (e.g., input, outputs, and states) of the systems. In addition to the variable names, ambiguous words and punctuation marks from the natural languages (e.g., when, if, after, while, where, and, or, do, make, set, etc.) appear in the constraints. The ambiguity of the meaning of some words and marks, the usage of multiple variable names for the same concepts introduce uncertainty in the requirement analysis. For example, a part of a requirement can be enhanced by connecting it to a new part of the requirement via the usage of the word "where"; it is not obvious to determine the connected parts of requirements. The uncertainty leads to various interpretations of each ambiguous part of the requirements and combinations of the interpretations result in a possible vast number of plausible specifications. Approaches are needed to choose proper specifications.

5.2. State of the art

Most of the approaches to generate precise oracles or tests from requirement documents are fully automated and aims at producing precise oracles [2, 6, 4, 1, 5]. The direct translation approach makes correspondence between certain patterns in the modelling language for precise oracles and their possible representations in natural languages. The machine translation-based approach uses examples of translated requirements either to infer formal grammar for the requirements or to train a translation model with ML techniques. The approach in [4] automatically generates a precise oracle, which is compared to a manually generated precise oracle for validation of the automatic precise oracle generation procedure. In case the generated oracle is not the expected one, the approach does not propose another version to the expert.

Our contribution is a two-steps approach to generate precise oracles, as illustrated in Figure 6.1. The first step consists in generating imprecise oracles representing a set of plausible precise oracles (specifications). The second step is mining a precise oracle from the imprecise one. Mining a precise oracle corresponds to the resolution of uncertainty in the imprecise oracle in order to choose one of the plausible precise oracles. We suggest involving an expert in realizing this task.
**Figure 5.1:** Two-steps approach to generate precise oracles

The next section presents our approach to mining a precise oracle from an imprecise one.

### 5.3. Contributions

In our approach, we represent uncertainty with nondeterministic transitions in a finite state machine. Finite state machine has been used as a formal model for evolving systems [1] and used in developing verification and validation techniques for evolving systems such as model-based testing and model-checking.

We represent a set of plausible precise oracles, called the imprecise oracle, with an input complete and non-deterministic finite state machine (FSM). A plausible precise oracle is then a deterministic and input complete submachine of the imprecise one. Each precise oracle produces a single output sequence in response to an input sequence. A test is nothing else but an input sequence. Precise oracles are distinguishable if they produce different output sequences for the same test; otherwise, they are indistinguishable.

Our approach to assisting an expert in choosing a proper precise oracle from an imprecise one works as follows:

- Randomly generate a test
- **Loop:** Determine the outputs which can be produced by the executions of the plausible precise oracles with the test; this is done by exploring paths of the imprecise oracle
- Ask an expert to choose the expected output; we assume that one of the outputs is expected.
- Remove from the imprecise oracle the precise ones that do not produce the chosen output sequence
- If the imprecise oracle contains only indistinguishable precise oracles, then **return** any one of the precise oracles as expected and **exit**
- Else generate a test that distinguishes two precise oracles in it and **goto loop**

Let us illustrate our contribution. The nondeterministic FSM in Figure 5.2 represents an imprecise oracle for a system. It has 11 transitions t1, t2 ..., t11. Its inputs a and b can represent a Boolean assertion over variables used in requirements. The outputs are 0 and 1. Uncertainty is modelled with nondeterministic transitions in states. For example, in state 3, it is uncertain whether the output is 0 or 1 on input a. The imprecise oracle defines eight plausible precise oracles. Two of them appear in Figure 5.3.
Figure 5.2: An imprecise oracle
The two plausible precise oracles are indistinguishable with test babaab because both produce output 000100 on the test. For input babaab, the eight precise oracles produce outputs 000100, 000110 and 000000. If the expert judges the output 000100 is expected, the procedure will generate the test babaaa that distinguishes between the two plausible precise oracles in Figure 5.3. The precise oracles produce 000101 and 000100 with the test babaaa. If an expert chooses 000101 as the expected output, then the first precise specification is the expected one. Otherwise, a new test is automatically generated, and the expert is invited to estimate the plausible outputs.

5.4. Claimed novelty
Our two-step approach to generating precise oracle is novel and suitable for evolving systems. We anticipate that it can be easier to automatically generate imprecise oracles without
missing any complex interpretation of the requirements. In addition, the proposed procedure for mining precise is based on the Boolean encoding of the imprecise oracle and constraint resolution. It avoids a one-by-one enumeration of every precise oracle. It proceeds by building partitions of the imprecise oracle, which is also a novelty as compared to our previous work [3].

Ongoing work includes enhancing a prototype tool for the proposed procedure and lifting the procedure to extensions of FSM with variables and complex operations on them. The variables can represent input and output ports of evolving systems on these variables. We are also investigating the ML/NLP based generation of imprecise specifications for requirement documents, especially requirements used by the IVVES industrial partners.

6. Automated test verdict generation via Model Learning (F-Secure, OUNL)
In order to achieve automating test verdict generation, first we need to collect data from SUT, which afterwards will be analyzed in order to determine whether the outcome is intended or it is a bug.

The following three main approaches have been used to collect data from SUT:

- Actions done randomly
- Actions done by replaying a prior test sequence
- Actions done using Reinforcement Learning aligned to specific reward strategies.

After the data is collected, it comes down to comparing the results across different executions of the same sequence (model) and determine the differences in a way that will help Software Engineers identify potential issues within the new versions.

For this purpose, F-Secure used two frameworks which were integrated within the existing Test Automation process:

- TESTAR (developed by Open University of Netherlands)
- Change-Analyzer (developed by F-Secure).

6.1. Description (Change-Analyzer)
Change-Analyzer (CA) is an open-source framework built utilizing ML techniques, leveraging OpenAI Gym library. CA allows product teams to get feedback regarding their software product, aka SUT (System Under Test) without having any prior knowledge of the SUT.

Essentially, CA is built around the following main data features:

- Data Collection, done through Automated Exploratory Testing
- Data Reconstruction, done through Automated Regression Testing
- Data Analysis, done through Change Detection
- Data Validation, done through Verdict Generation

6.2. Example (Change-Analyzer)
In a simplistic general way, below is the representation of the workflow, using Reinforcement Learning approach to select the next action. The workflow represents a test step from a test sequence. Note that the data will be used later, as basis for test verdict generation.
For every step, the above workflow is repeated until the desired amount of steps is reached, or a blocking action is encountered. When mentioning blocking actions, that can have different meaning, depending on the purpose determined by the reward policy. For instance, we can have test sequences that aim to remain within the designated SUT, and therefore when an action takes the user outside the SUT, we have a blocking action and the test sequence should stop.

Reward policy is a mechanism used to grade the outcome of a performed action. For instance, a naïve approach is to count the amount of changed pixels, using the screenshots from one action to the next. The reward information allow the Reinforcement Learning agent to observe and learn from its actions in order to adapt to the respective reward policy.

When framework is integrated into existing CI/CD pipelines, the generated test sequences can be executed against future versions of SUT. For each execution of the test sequence, the data is recorded in the same way as when the sequence is first discovered.

Once there are two test results of the same test sequence, the output can be compared in order to evaluate the behaviour. The difference is done on two levels:

- On image level: comparing the screenshots
- On source level: comparing the page sources

Based on the sequence differences, a test report is generated. Here each performed step is listed alongside the associated screenshot. Any encountered difference is highlighted to make further evaluation easier.

Here is an example to showcase how the report is currently displayed and how an actual difference is highlighted.
Change analyzer report

**Expected sequence:** 4bfa83c0-7ddf-11ec-9761-18cc18ca8900 (2022_01_25-13_44_30)
**Actual sequence:** 2890a6e8-7dd4-11ec-ac3a-18cc18ca8900 (2022_01_25-15_04_14)

**Date:** 2022_01_25-15_40_40

## Toggle all steps

**Step 1**  
open the Application

**Step 2**  
click on Manual scanning

**Step 3**  
click on Manual scanning

**Step 4**  
click on More options

**Step 5**  
click on More options

**Step 6**  
click on Manual scanning

**Step 7**  
click on More details

**Step 8**  
click on Main view

---

**Step 4**  
click on More options

*Info*  
The actual screenshot is not the same as the expected screenshot

### Expected screenshot

![Expected screenshot](image1)

### Actual screenshot

![Actual screenshot](image2)

As it can be seen, the report presents at first an overview with the performed test steps. Each step can be expanded to see further details considering the test execution. In the above example, the only difference was a missing “s” from “Recent events”. The difference is so small that even an experiences
Software Engineer could easily miss it. However, because the difference is visually highlighted, it allows a proper focus on the potential issue.

6.3. State of the art

Most of the approaches to test automation and to verdict generation can be summarized as follows:

- Functional requirements are defined (prior knowledge of the SUT)
- Test cases are identified to address the functional requirements
- Test cases are automated and are integrated into a test automation framework
- Test automation framework is executed against different software versions
- Test automation results and compared with a predefined expected output.

However, if an action can be performed by a user, it means that it is a valid action, therefore, it should be tested.

Here is the innovative approach proposed within Change-Analyzer:

- No prior knowledge of the SUT required
- Reinforcement Learning agents explore the SUT
- Data is collected for every performed action
- Performed actions are evaluated based on a given reward policy
- Test sequences are executed against new versions of SUT
- Data collected during test sequences form the model of the SUT
- Data collected during test sequences contains the generated test cases
- Output from different executions is compared to previous results
- Change-Analyzer is integrated into existing test automation framework
- Generated test sequences are executed against different software versions.

6.4. Anticipated contributions (Change-Analyzer)

We anticipate several contributions to improve the current state of Change-Analyzer. Below we list main contribution directions:

- Reward mechanism is rather naive
  - Improve reward mechanism to have better address different use cases
- Data used for model training has limited features
  - Create additional features regarding the images used in training the model
- SUT model is based on visual assets such as screenshots and page source
  - Explore expanding SUT model to contain internal state of different components
- Changes are based on UI and page source detection
  - Connect a Reinforcement Learning agent to the source code to map changes from code to changes from UI, and further being able to recommend tests to cover specific changes
- Available actions are limited to clicking
  - Extend the actions to include for example also hovering, right-clicking elements
- The framework is available for Windows and Web applications
  - Extend the framework to address also Mobile applications
- The report is basic
  - Create an actual dashboard for visualization, connecting different analysis, including quality trends
6.5. Contributions (Testar)
For functional data collection system data needs to be generated and stored. Testar will be used to generate data against SUT. The best way to achieve this is to integrate Testar into F-Secure’s current test automation. This will enable company’s standardized delivery of the SUT to target platform and will make Testar execution generic. This means it’s possible to extend Testar to be executed also against different software of the company later if needed.
SUT test automation will be executed in the temporary Azure instance which exists only for length of testing. This means that it’s not possible to store the data on the same platform. A remote database will be needed to store data. Company’s policy declines storing persistent data into the Azure, forcing data to be stored in the AWS. Connection from the Azure to the AWS had to be created and tested. Backups for the AWS database should be enabled in case of data loss or corruption.
Data has to be stored in an organized way so it’s available in a reasonable manner. This means planning for different Testar modes and comparing results. Testar doesn’t support remote saving for comparing results yet. Therefore, comparing results will be temporarily stored in Jenkins. Later results will be saved in a database when Testar has a feature to support remote saving.
Desired way to execute Testar modes and comparison will be tested and adjusted. Testing in practice will show results and process will be adjusted to correspond with wanted outcome. Testar’s comparison tool will be tested and evaluated if it’s sufficient in the labeling process. If the comparison tool will turn out to be insufficient, brand new comparing tool should be created. The tool should generate values that are machine readable. Automatable mechanism to detect regression versus improvement in UI should be discovered.

7. Conformal prediction for edge applications (Ekkono Solutions)

7.1. Introduction
Many machine learning systems involve making predictions, through estimating the value of a dependent variable with a priori unknown ground truth. Verification of such predictive systems, in particular when applied in high-risk applications, is crucial. Traditional machine learning algorithms and means of validation, however, generally lack capabilities for establishing trustworthy verification; e.g., established common-use validation procedures tend to be biased, leading to error frequency on production data not corresponding with error frequency on test data; and, established common-use validation procedures tend to perform verification on a macroscopic level (per-model) rather than a microscopic level (per-prediction), leading to difficulties in verification of individual predictions.
Conformal prediction and in particular the conformal prediction framework presented here offers an alternative method for constructing and evaluating predictive models that is better suited than traditional predictive methods in applications where thorough verification is crucial.

7.2. Technical description
Traditional predictive models output so-called point predictions—a single-valued best-guess prediction for the value of the dependent variable. Conformal predictors, on the other hand, output multi-valued prediction regions that represent a range of likely value assignments for
the dependent variable, constrained by its domain. Any prediction region produced by a conformal predictor comes associated with a very specific, statistically valid, expectation: that the a priori probability of the prediction region containing the ground truth value of the dependent variable is fixed and known. Under these conditions, model and prediction verification becomes straight-forward, as each prediction is guaranteed to contain the correct value of the dependent variable with a user-specified probability.

7.3. Example

In this example we create a virtual sensor for the temperature of the stator windings in an electrical motor, from the publicly available electrical motor dataset. The electrical motor data is from a permanent magnet synchronous motor which is typically used in electrical vehicles. Due to the intricate design of the motor, direct measurements of temperature is only possible in a lab setting and not on commercial vehicles. At the same time, precise temperature estimations are getting more and more important in step with the rising relevance of functional safety. The target is best-cost hardware of traction drives in an automotive environment. A machine learning model for this scenario must be small in both terms of memory and CPU. The original dataset 1 had 140 hours (collected at 2Hz) of handcrafted test runs that should simulate typical usage. The data has been down sampled to 1/60 Hz (a sensor reading each minute) since a higher frequency provides little benefit for temperature data. In the resulting dataset we have 8319 instances with eight attributes. The last attribute stator_winding is the temperature of the stator winding (see the picture below), as measures in the test bench. This temperature should be predicted using the other variables. Note that stator_windings normally shouldn’t be used as an input to the model since the sensor would most often be absent at deployment.

The following figure shows an example of the conformal prediction framework applied to such dataset.

7.4. State of the art and anticipated contribution

In the previous deliverables we have presented an efficient implementation of conformal prediction, able to run on edge applications. The implementation supports online re-calibration of the conformal predictor, to allow for individualized learning, and adapting to change. The provided implementation of conformal prediction is further extended to support fully online training on the edge, without the need to supply any prior training data. We have improved upon that version by continuing the development and presenting a streamlined execution engine, improved upon the documentation and tutorials, and we have optimized the algorithm for smaller footprint and more energy efficiency. Finally, we have also been evaluating it in real case scenarios on edge applications. The novelty of our approach is focused on extending the state-of-the-art research on conformal prediction focusing on incremental learning at the edge. Ekkono’s conformal prediction framework is the first commercial application of conformal prediction, in particular for embedded devices and streaming data.

8. Code defect risk prediction (Sogeti)

8.1. Introduction

In the previous deliverable, we have introduced a method of code analysis and defect prediction using ML. The code defect detection tool aims to assess risk earlier in development and more accurately focus QA activities, making them more efficient. Furthermore, it can be used to improve code maintainability, and make the development team more aware of the code they commit. This will ultimately add value by enhancing the quality of the software while shortening the delivery/release cycle.

For our final approach, we focus on:

- Providing a list of guidelines for proper version control tracking of buggy code.
- Extending the list of programming languages supported by our tool.
- Calculating feature importance to derive which static code analysis metrics impact the model predictions most.
- Integrating our tool with a WP4 tool, DevAssist.

8.2. Anticipated contribution

A final version of the tool with an ML component and XAI layer, with a reporting dashboard. This code quality tool will help to speed up the peer review process by showing developers which parts of their code are risky. The XAI layer will help the developers understand the model output. The model artifacts can be used in DevOps monitoring solutions and improve project management decisions.

8.3. Proposed approach

The final version of the code defect risk prediction tool development approach is outlined in Figure 8.1.
Figure 8.1: The diagram of the solution approach.

We split the approach per QAIF phase (framework built in WP2 followed to ensure quality of AI solutions).

**Phase 1: Understanding of risks of application**

During our work between D3.2 and now, we realized the guidelines for commit messages are extremely important as the data quality is low in case of none being followed. As a final version of this method, we propose a set of guidelines for a defect detection efficient committing of code in a repository, for example:

- The buggy code must be clearly reported on in issues.
- The pull requests must be labelled with adequate labels so the scraping can be optimized.
- Keyword extraction must be specific to use case and repository at hand.

The list of guidelines is evolving and is open to adjustment based on repository at hand.

**Phase 2 & 3: Data Understanding and preparation**
We stand by using static code analysis packages to extract features for model training, therefore, we kept this method in the final version of the tool. Some of the features we derive from scraped code (healthy and buggy) are outlined below:

- Code block level features - complexity, number of distinct operators and operands, single comments, blank lines, etc.
- Metadata features – related to the user and related to the number of files in the commit, added, changed, removed files, etc.

**Phase 4 & 5: Model development and evaluation**

We propose using a Random Forest Classifier as an innovative method to detect the probability of faults and thus determine if the quality of code is risky or not. We use defects as our objective for our machine learning outcome. The inference result can be seen in Figure 8.2.

**Figure 8.2:** The prediction output. The predicted risk is split per committed code block.

Furthermore, we test the model with XAI methods (SHAP) for:

- Local feature impact.
- Global feature impact (Figure 8.3).
8.4. DevOps pipeline: integration and traceability

Given the tool Sogeti is working on in WP4, DevAssist – we propose feeding this tool’s output into a monitoring dashboard. A representation of this is in Figure 8.4. The widgets in the dashboard include structural and functional metrics like:

- Code coverage.
- Risk by commit ID.
- Feature hotspots.
• Code risk over time.

These widgets provide insight into code commits during a time period, for example an agile sprint. The stakeholders, testers and developers can use it to gain insight into the development process in that time period. This dashboard can answer the following questions related to project management:

• “Which features introduce buggy code?”
• “Did we give enough time for proper development and unit testing during this sprint?”
• “Which commits were flagged as risky?”
• “Has a specific test method reduced code risk over time?”

![Figure 8.4: A code defect risk prediction report in a monitoring dashboard (Grafana).](image)

Our dashboard of choice is Grafana, a cloud-based time series dashboard commonly used for log analysis and monitoring. Due to Grafana’s extensive plug ins (GitHub and GitLab, for example), there is a myriad of choices regarding data sources and methods for log analysis. Therefore, we propose the usage of this dashboard in the final version to integrate with the relevant data sources of a project to create a unified testing dashboard to provide transparency and monitoring of the development process and drive testing and project management decisions.

8.5. Claimed novelty

As industrial systems evolve and grow increasingly complex, we need to find new ways to manage the sustainable growth of development and testing operations. By implementing an automated machine learning code risk model, we can more accurately predict the quality of our code and where the high-risk features are, which will enable the prioritisation of test cases and better organization of projects.

We have developed this tool with ITEA IVVES WP2 methods place to ensure development of validated and quality ML – starting with data and ending with model evaluation. Our tool not
only has a smart component, but also has an explainable layer which helps the users (developers, testers, stakeholders) understand why a certain commit is predicted as risky. This helps align teams and bring transparency to the solution. Finally, the report dashboard is used to drive decisions in testing and project management. Our proposed technical solution is a novelty in the software industry and will shift the way of working towards compliant & quality development.

9. References


