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1. [bookmark: _Toc532825981]Introduction
The management of complex heterogeneous data requires the selection of suitable mining methods as well as of appropriate modelling techniques. The focus of task T3.3 is set on how to handle and store the different type of available data in order to improve the DII.	Comment by Raúl Santos de la Cámara (HIB): To be revised mixing D3.2 and D3.3 approaches	Comment by Beia Intern: 
The overall objective of Task 3.3 is to provide a dynamic document that describes the management of complex heterogeneous data regarding the SoMeDi platform functionalities – with the two proposed use cases for marketing and recruiting. 
Deliverable D3.3 requires the selection of suitable mining methods as well as of appropriate modeling techniques. The focus of this task will concern the analysis of data extraction techniques ideal for NLP solutions (Romanian partners use case), but also data mining approaches for social media concerning the marketing use case.
The material presented resulted from the work performed by the responsible partners: this implies a literature review and field research, based on their knowledge and experience, to identify the most suitable algorithms and the available tools that can be used to develop the SoMeDi’s DID toolkit. The field research was conducted in the above-mentioned domains: data extraction, natural language processing, and opinion mining.
This first iteration of the D3.3 document is organized as follows:
· Section 2 describes the concept of data extraction concerning SoMeDi platform functionalities, setting an overview of the possibilities to acquire data from the internet;
· Section 3 presents the NLP techniques and service frameworks for extracting information; also, in this section, we set an overview for specific algorithms desired to be implemented in the Romanian use case, the purpose of these algorithms is to assure the matchmaking between the internship candidates skills and company expectations;
· Section 4 provides the general outline of the DII component for the extraction of metadata from images in social media.
· Section 5 describes metadata mining solutions engaged in the marketing use case;
· Section 6 concludes the document.
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[bookmark: _Toc532825982]2. Data Extraction	Comment by Beia Intern: describe the data extraction tools for each use case
Data extraction is the act or process of retrieving data out of (usually unstructured or poorly structured) data sources for further data processing or data storage (data migration). The import into the intermediate extracting system is thus usually followed by data transformation and possibly the addition of metadata prior to exporting to another stage in the data workflow.
In the following sections are presented the data extraction methods applied for each of SOMEDI use cases.
[bookmark: _Toc532825983]2.1. Data Extraction Techniques [Marketing Use Case]
In order to acquire content from the internet ….there are basically four techniques:

Crawlers
The key points of crawlers are scalability and volume. They follow links from web pages around the Internet (or within a website) and download pages. They can be distributed across many machines to download tens of thousands of web pages.
Heritrix[footnoteRef:1] – from the Open Internet Archive, Nutch[footnoteRef:2] – from Apache, and Aspider[footnoteRef:3] – from Search Technologies, are several popular solutions when it comes to crawl through to internet content. [1: ]  [2: ]  [3: ] 

Scrappers
Scrapers center on extracting content. Scrapers are typically less scalable and more hand-tuned than crawlers and focus instead on extracting content (such as numeric and metadata information) from the web pages they download. When is required to obtain structured data from web pages based on presentation structure, a scraper may be the best choice.
Some common scrapers include: Scrapy[footnoteRef:4] - a Python-based scraper which has a hosted cloud-based version and a graphical tool to help create scrappers; Octoparse[footnoteRef:5] – an MS-Windows scraper with visual tools to implement scraping; Apifier[footnoteRef:6] – a cloud-based JavaScript scraper; Content Grabber[footnoteRef:7] – a screen scraper with scripting, dynamic parameters, and ability to handle SSO cookies and proxies; and UiPath[footnoteRef:8] – which is more of a larger “automation framework” offering a screen scraping component. [4: ]  [5: ]  [6: ]  [7: ]  [8: ] 

As previously specified, scrapers are able to extract structured content where it is structured on the web page, in other words, based on HTML tagging, JSON structures, etc. But they require more work and programming than a crawler (which is simply “point and go”), the output is more structured and immediately useful.
Browser Automation
Browser automation retrieves and renders the page like a web browser. Browser automation tools actually run the JavaScript pulled from the web pages and render the HTML (and other data structures). They can then be combined with custom scripting to explore the results and download content which might otherwise be inaccessible.
Some common browser automation tools include: Splash[footnoteRef:9], PhantomJS[footnoteRef:10], Selenium[footnoteRef:11], Nightmare[footnoteRef:12]. [9: ]  [10: ]  [11: ]  [12: ] 

Third-Party APIs
Third-party APIs are required for third-party content providers. In order to access data from third-party content providers, such as Thomson Reuters, LexisNexis, Bing, Factiva, NewsCred, etc., it’s needed to use the APIs they provide.
Fortunately, these providers have taken effort to deliver good structured data, and so using these APIs will typically require a lot less time than using a scraper or browser automation tool.
[bookmark: _Toc532825984]2.2. Data Extraction Techniques [Recruiting Use Case]
To collect data from an user we useData collection from the end users was realized by using several Web Forms who write data to a SQL database on a thea  SQL server. 
A significant and ever-increasing amount of data is accessible only by filling out HTML forms to query an underlying Web data source.While this is most welcome from a user perspective (queries are relatively easy and precise) and from a data management perspective (static pages need not be maintained and databases can be accessed directly).
To help consumers and providers manage the huge quantities of information on the World Wide Web, it is becoming increasingly common to use databases to generate Web pages dynamically.Often, dynamically generated pages are accessible only through an HTML form that invokes a Common Gateway interaction (CGI) request to a Web server.
[image: ]

The iInformation gathered during form processingthorught the HTML forms is  will later be handed to a downstream data extraction process. The HTML form invokes a Common Gateway interaction (CGI) request to the Web server.
[image: ]
There are two waysThe two methods to submit a form for CGI processing are presented below: 
· .First method, using the HTTP POST verb, the HTML forms can be submitted with (name, value) pairs encoded in the body of the request. 
· Second method, using the HTTP GET verb, forms can be submitted by supplying (name, value) pairs in the URL. 
· 
· <form method="POST" action="http://somedi.agile.ro/register" accept-charset="UTF-8" data-request="onRegister" data-request-flash="1" data-request-error="showAjaxMessages(this, context, textStatus, jqXHR, &quot;error&quot;)" id="register-form" enctype="multipart/form-data"><input name="_session_key" type="hidden" value="Eh9NL0t1TzzrbWCYnwS2RzOZJa5jl6TVtkHJyg7N"><input name="_token" type="hidden" value="k25EOqdrPKHrCzhMRgNkGJ2yPRSlQJSVq3wgbvQ4">
    <input type="hidden" name="groups[]" value="2" />
· 

The SoMeDi platform has includes the an option to secure communication and submissions of HTML forms through website also calledby using  Secure Hyper Text Transfer Protocol or https.
Submissions through the secured web form are stored in a way that only authorized and authenticated users can view the results
[bookmark: _Toc532825985]2.3. Data Extraction Techniques [Turkish Use Case]
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[SIVECO]

Data Warehouse

For the Somedi recruiting use case InnoDB engine is used, which supports foreign key and transaction. 
The default character set for this table is UTF8, which supports all languages for internationalization
. The 
Data store repository with complete view of the business data is as follows:
· Aggregated data from multiple sources
· Active users, applicants, companies
· Programs

Statistics
[bookmark: _Toc532825987]Basic Data Models
More here ///https://www.studytonight.com/dbms/database-model.php
The Somedi Recruitment platform is built on October CMS. October CMS provides a beautiful and simple Active Record implementation for working with your the database environment, based on Eloquent by Laravel. Each database table has a corresponding "Model" which is used to interact with that table. Models allow you to query for data in your all tables, as well as insert new records into the table.
Displays the tables and their names, column names, data types and table relationships
[image: ]
Multidimensional Data Models
[image: ]




public $table = 'siveco_program_programs';

/**
 * Declare belongsToMany relations
 * 
 * @var array 
 */
public $belongsToMany = [
    'domains' => [
        'Siveco\Profile\Models\Domain', 
        'table' => 'siveco_program_program_domain'
    ],
    'students' => [
        'Rainlab\User\Models\User',
        'table' => 'siveco_program_programs_users',
        'pivot' => [
            'user_comment', 
            'status', 
            'answers', 
            'status_change_log', 
            'company_feedback', 
            'company_feedback_created_at',
            'student_feedback', 
            'student_feedback_created_at', 
            'student_feedback_status', 
            'student_feedback_status_change_log'
        ],
        'timestamps' => true,
        'pivotModel' => 'Siveco\Program\Models\ProgramUser', 
        'scope' => 'isStudent', // programs can only have Student users 
    ],
];





3. NLP Techniques
In this section, we describe a structural view of the concepts (see Figure 1) involved in Natural Language Processing solutions, being text extraction, sentiment analysis. 
NLP is fast becoming an essential skill for modern-day organizations to gain a competitive edge. It has become the essential tool for many new business functions, from chatbots and question-answering systems to sentiment analysis, compliance monitoring, and BI (Business Intelligence) and analytics of unstructured and semi-structured content.
Consider all the unstructured content that can bring significant insights – queries, email communications, social media, videos, customer reviews, customer support requests, etc. Natural Language Processing (NLP) tools and techniques help process, analyse, and understand unstructured “big data” in order to operate effectively and proactively. 
[image: ]
Figure 1. - natural language processing processes workflow[footnoteRef:13] [13: ] 

In many use cases, the content with the most important information is written down in a natural language (such as English, German, Spanish, Chinese, etc.) and not conveniently tagged. To extract information from this content you will need to rely on some levels of text mining, text extraction, or possibly full-up natural language processing (NLP) techniques.
Typical full-text extraction for Internet content includes:
· Extracting entities – such as companies, people, dollar amounts, key initiatives, etc.,
· Categorizing content – positive or negative (e.g. sentiment analysis), by function, intention or purpose, or by industry or other categories for analytics and trending,
· Clustering content – to identify main topics of discourse and/or to discover new topics,
· Fact extraction – to fill databases with structured information for analysis, visualization, trending, or alerts,
· Relationship extraction – to fill out graph databases to explore real-world relationships.
3.1. Explaining NLP concepts
Metadata mining. Metadata summarizes basic information about data, which can make finding and working with particular instances of data easier. Data mining is the process of discovering patterns in large data sets involving methods at the intersection of machine learning, statistics, and database systems.
The following NLP concepts (phases) specific to text extraction and sentiment analysis solutions, described in section 3.2, combine data extraction and annotation techniques. We will present in the following table an overview of several solutions characteristics to each of the phases shown in Figure 1.
	Concepts
	Description
	Solutions

	Structure extraction 
	Identifying fields and blocks of content based on tagging

	Syntactic markers
	Identify and mark sentence, phrase, and paragraph boundaries; are important when doing entity extraction and NLP since they serve as useful breaks within which analysis occurs
	· Open NLP Apache sentence and paragraph[footnoteRef:14] [14: ] 

· Lucene Segmenting Tokenizer[footnoteRef:15] [15: ] 


	Language identification 
	Will detect the human language for the entire document and for each paragraph or sentence. Language detectors are critical to determine what linguistic algorithms and dictionaries to apply to the text.
	· Google Language Detector[footnoteRef:16] [16: ] 

· Optimize Language Detector[footnoteRef:17] [17: ] 

· Chromium Compact Language Detector[footnoteRef:18] [18: ] 

· API methods: Bing Language Detection API, IBM Watson Language Identification[footnoteRef:19], Google Translation API for Language Detection[footnoteRef:20], Apertium API[footnoteRef:21] [19: ]  [20: ]  [21: ] 


	Tokenization
	To divide up character streams into tokens which can be used for further processing and understanding. Tokens can be words, numbers, identifiers or punctuation (depending on the use case).
	· Lucene Analyzers[footnoteRef:22] [22: ] 

· Open NLP Tokenizer[footnoteRef:23] [23: ] 



	Acronym normalization and tagging
	Acronyms can be specified as “I.B.M.” or “IBM” so these should be tagged and normalized.
	· Search Technologies[footnoteRef:24] [24: ] 


	Lemmatization / Stemming 
	Lemmatization reduces word variations to simpler forms, also uses a language dictionary to perform an accurate reduction to root words. Lemmatization is strongly preferred to stemming if available.
	· Basis Technologies[footnoteRef:25] [25: ] 

· Open Source Lucene analyzers[footnoteRef:26] [26: ] 


	Decompounding
	For some languages (typically Germanic, Scandinavian, and Cyrillic languages), compound words will need to be split into smaller parts to allow for accurate NLP.

	· Basis Technologies

	Entity extraction 
	Identifying and extracting entities (people, places, companies, etc.) is a necessary step to simplify downstream processing.
	· Regex extraction – good for phone numbers, ID numbers, e-mail addresses, URLs, etc.
· Dictionary extraction – recommended for known entities, such as colors, units, sizes, employees, business groups, drug names, products, brands
· Complex pattern-based extraction – recommended for people names (made of known components), business names (made of known components) and context-based extraction scenarios (e.g., extract an item based on its context) 
· Statistical extraction – uses statistical analysis to do context extraction.

	Phrase extraction
	Extracts sequences of tokens (phrases) that have a strong meaning which is independent of the words when treated separately. These sequences should be treated as a single unit when doing NLP. 
	· Part of speech tagging – identifies phrases from noun or verb clauses
· Statistical phrase extraction - identifies token sequences which occur more frequently than expected by chance
· - Hybrid - uses both techniques together and tends to be the most accurate method.


Table 1.- DescripTion of nlp concepts 
The level of content understanding is categorized as:
· Macro Understanding – provides a general understanding of the document as a whole. Typically performed with statistical techniques, it is used for: clustering, categorization, similarity, topic analysis, word clouds, and summarization;
· Micro Understanding – extracts understanding from individual phrases or sentences. It is used for: extracting facts, entities (see above), entity relationships, actions, and metadata fields.
Having in mind the processes involved in NLP projects, we apprehend the value of metadata and how is distinguished in SoMeDi platform NLP backend services.
Basically, it all comes to Semantic Annotation of Documents. Information Extraction (IE) for the Semantic Web is structured as follows:
· Traditional IE is based on a flat structure, e.g. recognising Persons, Locations, Organisations, Date, Time etc. 
· For the Semantic Web, we need information in a hierarchical structure. Idea is that we attach semantic metadata to the documents, pointing to concepts in an ontology
· Information can be exported as an ontology annotated with instances, or as text annotated with links to the ontology, in Figure 2 displayed below we have a graphic example of semantic annotation.
[image: ]
Figure 2. – semantic annotation
Brat[footnoteRef:27] is a web-based tool for text annotation; that is for adding notes to existing text documents. Brat is designed in particular for structured annotation, where the notes are not freeform text but have a fixed form that can be automatically processed and interpreted by a computer. [27: ] 

The following diagram, Figure 3, shows a simple example where a sentence has been annotated to identify mentions of some real-world entities (things) and their types, and a relation between two.
[image: example annotation]
Figure 3 – semantic annotation
MMAX2[footnoteRef:28] is an XML-based tool that is particularly useful for anaphora annotation. [28: ] 

The CLaRK[footnoteRef:29] system is a fairly robust system for encoding syntactic annotation. [29: ] 

Other annotation tools widely used are: APACHE UIMA[footnoteRef:30] (Unstructured Information Management Architecture), WebAnno[footnoteRef:31] - a flexible, web-based and visually supported system for distributed annotations, Callisto[footnoteRef:32]. [30: ]  [31: ]  [32: 
] 

In the next section we will describe several development and services frameworks for Natural Language Processing, but first, we perform a comparison analysis regarding the levels of content understanding (see Table 2).
	Macro Understanding
	Micro Understanding

	· Classifying / categorizing / organizing records
· Clustering records
· Extracting topics
· General sentiment analysis
· Record similarity, including finding similarities between different types of records (for example, job descriptions to resumes / CVs)
· Keyword / keyphrase extraction
· Duplicate and near-duplicate detection
· Summarization / key sentence extraction
· Semantic search
	· Extracting acronyms and their definitions
· Extracting citation references to other documents
· Extracting key entities (people, company, product, dollar amounts, locations, dates). Note that extracting “key” entities is not the same as extracting “all” entities (there is some discrimination implied in selecting what entity is ‘key’)
· Extracting facts and metadata from full text when it’s not separately tagged in the web page
· Extracting entities with sentiment (e.g. positive sentiment towards a product or company)
· Identifying relationships such as business relationships, target / action / perpetrator, etc.
· Identifying compliance violations, statements which show possible violation of rules
· Extracting statements with attribution, for example, quotes from people (who said what)
· Extracting rules or requirements, such as contract terms, regulation requirements, etc.


Table 2.- macro / micro understanding features
There are three approaches to performing extraction that provides micro understanding:
1. Top Down - determine Part of Speech, then understand and diagram the sentence into clauses, nouns, verbs, object and subject, modifying adjectives and adverbs, etc., then traverse this structure to identify structures of interest;
2. Bottoms Up – create lots of patterns, match the patterns to the text and extract the necessary facts. Patterns may be manually entered or may be computed using text mining;
3. Statistical – similar to bottoms-up, but matches patterns against a statistically weighted database of patterns generated from tagged training data.
In Table 3 below, we performed a SWOT analysis of the three above mentioned methods.
	Micro understanding  Method
	Advantages
	Disadvantages

	Top Down
	· can handle complex, never-seen-before structures and patterns
	· hard to construct rules, brittle, often fails with variant input, may still require substantial pattern matching even after parsing.

	Bottoms Up
	· easy to create patterns, can be done by business users, does not require programming, easy to debug and fix, runs fast, matches directly to desired outputs
	· requires on-going pattern maintenance, cannot match on newly invented constructs

	Statistical
	· patterns are created automatically, built-in statistical trade-offs
	· requires generating extensive training data (1000’s of examples), will need to be periodically retrained for best accuracy, cannot match on newly invented constructs, harder to debug.


Table 3.- micro understanding methods swot analysis
3.2. Development and service frameworks for NLP
3.2.1.Development frameworks for NLP
The use of open source NLP development frameworks is favoured due to their  full of high-quality libraries to solve common problems in text processing like sentiment analysis, topic identification, automatic labeling of content, and more. More importantly, open source also provides many building block libraries that make it easy for you to innovate without having to reinvent the wheel. 
Also, other advanteages when working with open source frameworks: 
a) access to the source code that means – having the possibility to understand the algorithms used, and -  having access  to change the code according to the project requirements;
b) a reduced cost for development.
Stanford's Core NLP Suite[footnoteRef:33] consists of  a GPL-licensed framework of tools for processing English, Chinese, and Spanish. Includes tools for tokenization (splitting of text into words), part of speech tagging, grammar parsing (syntactic analysis), named entity recognition, and more.  [33: ] 

Natural Language Toolkit[footnoteRef:34]  is a Python programming toolkit. Similar to the Stanford tools, it includes capabilities for tokenizing, parsing, and identifying named entities as well as many more features. [34: ] 

Apache Lucene[footnoteRef:35] and Solr are not quite technically targeted at solving NLP problems, Lucene and Solr contain a powerful number of tools for working with text ranging from advanced string manipulation utilities to powerful and flexible tokenization libraries to blazing fast libraries for working with finite state automatons.  [35: ] 

Apache OpenNLP[footnoteRef:36] uses a different underlying approach than Stanford's, the OpenNLP project is an Apache-licensed suite of tools to do tasks like tokenization, part of speech tagging, parsing, and named entity recognition. While not necessarily state of the art anymore in its approach, it remains a solid choice that is easy to get up and running. [36: ] 

GATE[footnoteRef:37] and Apache UIMA are suitable for building complex NLP workflows which need to integrate several different processing steps. In these cases, is recommended to work with a framework like GATE or UIMA that standardizes and abstracts much of the repetitive work that goes into building a complex NLP application. GATE relies on a configurable bottoms-up approach; is much easier to work with, but configurations must still be created by programmers (not business users). [37: ] 

3.2.2. Service frameworks for NLP
The three leading cloud computing vendors, AWS, Microsoft Azure and Google Cloud, are also the major NLP service frameworks providers. Developing an AI Framework for Natural Language Processing is available through MLaaS - Machine Learning as a Service, automated and semi-automated cloud platforms that cover most infrastructure issues such as data pre-processing, model training, and model evaluation, with further prediction. Prediction results can be bridged with the internal IT infrastructure through REST APIs.
Amazon NLP services framework
Amazon Comprehend[footnoteRef:38] is another NLP set of APIs that aim at different text analysis tasks. Currently, Comprehend supports: [38: ] 

· Entities extraction (recognizing names, dates, organizations, etc.);
· Key phrase detection;
· Language recognition;
· Sentiment analysis (how positive, neutral, or negative a text is);
· Topic modeling (defining dominant topics by analyzing keywords).

This service will help in projects like analyzing  social media responses, comments, and other big textual data that’s not amenable to manual analysis.

Amazon Translate[footnoteRef:39], as the name states, the Translate service translates texts. Amazon claims that it uses neural networks which – compared to rule-based translation approaches – provides better translation quality. Unfortunately, the current version supports translation from only six languages into English and from English into those six. The languages are Arabic, Chinese, French, German, Portuguese, and Spanish. [39: ] 

Microsoft Azure cognitive services
Just like Amazon, Microsoft suggests high-level APIs, Cognitive Services[footnoteRef:40], that can be integrated with a private IT infrastructure and perform tasks with no data science expertise needed. [40: ] 

The language group of APIs focuses on textual analysis similar to Amazon Comprehend:
· Language Understanding Intelligent Service is an API that analyzes intentions in text to be recognized as commands (e.g. “run YouTube app” or “turn on the living room lights”);
· Text Analysis API for sentiment analysis and defining topics;
· Bing Spell Check;
· Translator Text API;
· Web Language Model API that estimates probabilities of words combinations and supports word autocompletion;
· Linguistic Analysis API used for sentence separation, tagging the parts of speech, and dividing texts into labeled phrases.
Google cloud services
Google set of APIs mainly mirrors with what Amazon and Microsoft Azure suggest, it has some interesting and unique things to look at.

Cloud natural language API[footnoteRef:41] is  almost identical in its core features to Comprehend by Amazon and Language by Microsoft. [41: ] 

· Defining entities in text;
· Recognizing sentiment;
· Analyzing syntax structures;
· Categorizing topics (e.g. food, news, electronics, etc.).

Cloud translation API[footnoteRef:42]  can be used to employ Google Translate and it includes over a hundred languages and automatic language detection. [42: ] 


Table 4 below, displays the text processing APIs comparison.
	Text Analytics
	Amazon
	Microsoft
	Google

	Entities Extraction
	
	
	

	Key Phrase Extraction
	
	
	

	Language Recognition
	>100 languages
	120 languages
	>100 languages

	Topics Extraction
	
	
	

	Spell Check
	×
	
	×

	Autocompletion
	×
	
	×

	Intentions Analysis
	
	
	

	Sentiment Analysis
	
	
	

	Syntax Analysis
	×
	
	

	Tagging Parts of Speech
	×
	
	

	Filtering inappropriate Content
	×
	
	

	Translation
	6 languages
	>60 languages
	>100 languages

	Chatbot Toolset
	
	
	


Table 4.-  Text processing apis comparison [[footnoteRef:43]] [43: ] 

3.3. Metadata understanding in NLP service frameworks 
After analyzing the available solutions and concepts involved in Natural Language Processing, we will relate to the two experimented solutions which are planned to be integrated into Somedi platform for text extraction, text translation, and sentiment analysis tasks, and present how metadata links to each of the steps required for these tasks.
Google Cloud Natural Language
As mentioned, the Google Cloud Natural Language API supports a variety of languages. These languages are specified within a request using the optional language parameter. Language code parameters conform to ISO-639-1[footnoteRef:44] or BCP-47[footnoteRef:45] identifiers. If you do not specify a language parameter, then the language for the request is auto-detected by the Natural Language API. [44: ]  [45: ] 

The Natural Language API has several methods for performing analysis and annotation on a given text. Each level of analysis provides valuable information for language understanding. These methods are listed below:
· Sentiment analysis inspects the given text and identifies the prevailing emotional opinion within the text, especially to determine a writer's attitude as positive, negative, or neutral. Sentiment analysis is performed through the analyzeSentiment method;
· Entity analysis inspects the given text for known entities (Proper nouns such as public figures, landmarks, and so on. Common nouns such as restaurant, stadium, and so on.) and returns information about those entities. Entity analysis is performed with the analyzeEntities method;
· Entity sentiment analysis inspects the given text for known entities (proper nouns and common nouns), returns information about those entities, and identifies the prevailing emotional opinion of the entity within the text, especially to determine a writer's attitude toward the entity as positive, negative, or neutral. Entity analysis is performed with the analyzeEntitySentiment method;
· Syntactic analysis extracts linguistic information, breaking up the given text into a series of sentences and tokens (generally, word boundaries), providing further analysis on those tokens. Syntactic Analysis is performed with the analyzeSyntax method;
· Content classification analyzes text content and returns a content category for the content. Content classification is performed by using the classifyText method.
Each API call also detects and returns the language, if a language is not specified by the caller in the initial request. Additionally, if required to perform several natural language operations on a given text using only one API call, the annotateText request can also be used to perform sentiment analysis and entity analysis.
The Natural Language API is a REST API, and consists of JSON requests and response. A simple Natural Language JSON Entity Analysis request appears below:


 (
{
"document":{
    "type":"PLAIN_TEXT",
    "language": "EN",
    "content":"'Lawrence of Arabia' is a highly rated film biography about \
                British Lieutenant T. E. Lawrence. Peter O'Toole plays \
                Lawrence in the film."
  },
  "encodingType":"UTF8"
}
)These fields are explained below:
· document contains the data for this request, which consists of the following sub-fields:
· type - document type (HTML or PLAIN_TEXT)
· language - (optional) the language of the text within the request. If not specified, language will be automatically detected. For information on which languages are supported by the Natural Language API, see Language Support. Unsupported languages will return an error in the JSON response.
· Either content or gcsContentUri which contain the text to evaluate. If passing content, this text is included directly in the JSON request (as shown above). If passing gcsContentUri, the field must contain a URI pointing to text content within Google Cloud Storage.
· encodingType - (required) the encoding scheme in which returned character offsets into the text should be calculated, which must match the encoding of the passed text. If this parameter is not set, the request will not error, but all such offsets will be set to -1.
Microsoft Azure Text Analytics API
The Text Analytics API is a suite of text analytics web services built with best-in-class Microsoft machine learning algorithms. The API can be used to analyze unstructured text for tasks such as sentiment analysis, key phrase extraction and language detection. No training data is needed to use this API; just feed the required text data. This API uses advanced natural language processing techniques to deliver best in class predictions.
Calls to the three Text Analytics API are HTTP POST/GET calls, which can be formulated in any language.  In this case, we used REST and Postman to demonstrate key concepts. Each request must include an access key and an HTTP endpoint. The endpoint specifies the region chose during sign up, the service URL, and a resource used on the request: sentiment, keyphrases, languages.
Important to specify that Text Analytics is stateless so there are no data assets to manage. The  text sample is uploaded, analyzed upon receipt, and results are returned immediately to the calling application.

The structure of the request URL is as follows:

https://[location].api.cognitive.microsoft.com/text/analytics/v2.0/keyPhrases
Input must be JSON in raw unstructured text. XML is not supported. The schema is simple, consisting of the elements described in the following table, see Table 5. It is possible to submit the same documents for all three operations: sentiment, key phrase, and language detection. (The schema is likely to vary for each analysis in the future.)
	Element
	Valid values
	Needed?
	Usage

	id
	The data type is string, but in practice document IDs tend to be integers.
	Required
	The system uses the IDs provided to structure the output. Language codes, key phrases, and sentiment scores are generated for each ID in the request.

	text
	Unstructured raw text, up to 5,000 characters.
	Required
	For language detection, text can be expressed in any language. For sentiment analysis and key phrase extraction, the text must be in a supported language.

	language
	2-character ISO 639-1 code for a supported language
	Varies
	Required for sentiment analysis and key phrase extraction, optional for language detection. There is no error if you exclude it, but the analysis is weakened without it. The language code should correspond to the provided text.


[bookmark: _Toc532825988]3. Object Recognition
Table 5.-  json schema definition
The Language Detection API evaluates text input and for each document and returns language identifiers with a score indicating the strength of the analysis. Text Analytics recognizes up to 120 languages.
This capability is useful for content stores that collect arbitrary text, where language is unknown. It’s possible to parse the results of this analysis to determine which language is used in the input document. The response also returns a score which reflects the confidence of the model (a value between 0 and 1).
So, there are required JSON documents in this format: id, text. Document size must be under 5,000 characters per document, and supports up to 1,000 items (IDs) per collection. The collection is submitted in the body of the request. The following is an example of a response after text analysis and language detection.
 (
{
  "languageDetection": {
    "documents": [
      {
        
"id": "bebe543b-cfb0-4fde-93e4-d565d2cec547",
        
"detectedLanguages": [
          {
            "name": "English",
            "iso6391Name": "en",
            "score": 1.0
          }
        ]
      }
    ],
    "errors": []
  },
  "keyPhrases": {
    "documents": [
      {
        
"id": "bebe543b-cfb0-4fde-93e4-d565d2cec547",
        
"keyPhrases": [
          "writing novels",
          "romance"
        ]
      }
    ],
    "errors": []
  
},
  
"sentiment": {
    "documents": [
      {
        "id": "bebe543b-cfb0-4fde-93e4-d565d2cec547",
        
"score": 0.14186686277389526
      }
    ],
    "errors": []
  }
}
)


4. Image metadata extraction
In the monitoring of social media used in SoMeDi we not only incorporate the analytics for available metadata such as text (see deliverable D3.2 for more details) but we also incorporate the use of Artificial Intelligence to analyse images that are uploaded to the social media sites.
This is done using some of the latest advancements in neural networks, deep learning and computer vision. In this section we present a summary of the available technologies and our approach for the SoMeDi analysis pipeline
4.1. Deep Learning
Convolutional neural networks (CNNs) are deep artificial neural networks that are used primarily to classify images (e.g. name what they see), cluster them by similarity (photo search), and perform object recognition within scenes. They are algorithms that can identify faces, individuals, street signs, medical objects of interst, kinds of animals, models of cars, handwriting and many other aspects of visual data.. CNNs can also be applied to sound when it is represented visually as a spectrogram. More recently, convolutional networks have been applied directly to text analytics as well as graph data with graph convolutional networks.
The efficacy of convolutional nets (ConvNets or CNNs) in image recognition is one of the main reasons of the machine learning boom going on in past few years. They are currently powering major advances in computer vision (CV), which has obvious applications for self-driving cars, robotics, drones, security, medical diagnoses, and treatments for the visually impaired.
Using such approaches to analyse visual data such as the one found in images uploaded to the social media sites, we can extract metadata (e.g., recognition of features, language-oriented descriptors of images) that might be useful for the kind of analyses we target in SoMeDi. The machine learning paradigm is continuously evolving and new alternatives for problem resolution appear often monthly. An important factor is to match the developing machine learning models that run on the evolving hardware (e.g., GPU and CPU intensive machines such as the servers available in SoMeDi, but also ARM and heterogenous architectures found in mobile devices) so that applications are made smarter. Today, we have a myriad of frameworks at our disposal that allows us to develop tools that can offer a better level of abstraction along with the simplification of difficult programming challenges.
We will now briefly describe some available frameworks for Deep Learning and in section 4.2 we will propose our initial approach for this in SoMeDi, to be further developed in new versions of this document. Each framework is built in a different manner for different purposes. Here, we look at the top eight deep learning frameworks to give you a better idea of which framework will be the perfect fit or come handy in solving your business challenges.
4.1.1.TensorFlow
TensorFlow, developed in-house at Google originally for their own applications and then released for public usage, is arguably one of the best deep learning frameworks and has been adopted by many important customers and computer vision start-ups mainly due to its highly flexible system architecture. The most well-known use case of TensorFlow is Google Translate where it is used for capabilities such as natural language processing, text classification/summarization, speech/image/handwriting recognition, forecasting, and tagging.
TensorFlow is available on both desktop and mobile and also supports languages such as Python, C++, and R to create deep learning models along with wrapper libraries.
4.1.2.Caffe
Caffe is a deep learning framework that is supported with interfaces like C, C++, Python, and MATLAB as well as the command line interface. It is well known for its speed and transposability and its applicability in modelling convolution neural networks (CNN). The biggest benefit of using Caffe’s C++ library (comes with a Python interface) is the ability to access off-the-shelf available networks from the deep net repository Caffe Model Zoo that are pre-trained and can be used immediately. When it comes to modeling CNNs or solving image processing issues, this should be your go-to library.
Caffe’s biggest asset is speed. It can process over 60 million images on a daily basis with a single Nvidia K40 GPU. That’s 1 ms/image for inference and 4 ms/image for learning — and more recent library versions are faster still. Caffe is a popular deep learning network for visual recognition. However, Caffe does not support fine-granular network layers like those found in TensorFlow. Given the architecture, the overall support for recurrent networks, and language modelling it's quite poor, and establishing complex layer types has to be done in a low-level language.
4.1.3.Torch (and pyTorch)
Torch is a scientific computing framework that offers wide support for machine learning algorithms. It is a Lua-based deep learning framework and is used widely amongst industry giants such as Facebook, Twitter, and Google. It employs CUDA along with C/C++ libraries for processing and was basically made to scale the production of building models and provide overall flexibility.
As of late, PyTorch has seen a high level of adoption within the deep learning framework community and is considered to be a competitor to TensorFlow. PyTorch is basically a Python port to the Torch deep learning framework used for constructing deep neural networks and executing tensor computations that are high in terms of complexity. The usage of Python removes one of the hurdles and limitations of Torch (using the Lua scripting language, which is not as expressive or widespred), which means that anyone with a basic understanding of Python can get started on building their own deep learning models. Given PyTorch framework’s architectural style, the entire deep modelling process is far simpler as well as transparent compared to Torch.
4.1.3.DeepLearning4j
Parallel training through iterative reduce, microservice architecture adaptation, and distributed CPUs and GPUs are some of the salient features of the Deeplearning4j (DL4J)deep learning framework. It is developed in Java as well as Scala (a JVM-based scripting language) and supports other JVM languages, too. Widely adopted as a commercial, industry-focused distributed deep learning platform, the biggest advantage of this deep learning framework is that it can bring together the entire Java ecosystem to execute deep learning. It can also be administered on top of Hadoop and Spark to orchestrate multiple host threads. DL4J uses MapReduce to train the network while depending on other libraries to execute large matrix operations.
Deeplearning4j comes with a deep network support through RBM, DBN, convolution neural networks (CNNs), recurrent neural networks (RNNs), recursive neural tensor networks (RNTNs), and long short-term memory (LTSM).
Since this deep learning framework is implemented in Java, it is much more efficient compared to Python. When it comes to image recognition tasks using multiple GPUs, it is as fast as Caffe. This framework shows matchless potential for image recognition, fraud detection, text mining, parts-of-speech tagging, and natural language processing.
4.2. Object recognition
For object recognition our target use case is the description of elements that can be found in images that users upload to their social media accounts (Twitter, Facebook, etc.). The result of these analyses are output as text metadata that can be incorporated to the index that is generated for the rest of the components of the message (textual information, geopositioning, etc.).
For the first iteration of the technology in SoMeDi we have used networks that describe generic object recognition, that is, the results are general purpose and not domain-specific. In future iterations (D3.3 version 2) we will investigate our options to include such domain specific networks, such as ones trained to describe restaurant elements (for the marketing use case).
[bookmark: _Toc532825989]3.1. Resources used
RESNET won the 1st places in: ImageNet classification, ImageNet detection, ImageNet localization, COCO detection, and COCO segmentation. ILSVRC object recognition challenges (2015)[footnoteRef:46]. [46:  "ILSVRC2015 Results - ImageNet." http://image-net.org/challenges/LSVRC/2015/results. Accessed 2 Jun. 2017.] 

DENSECAP gets speed and accuracy improvements over baselines based on current state of the art. The model generates rich snippet descriptions of regions and accurately grounds the captions in the images.
[bookmark: _cgy9ba9n7t5][bookmark: _Toc532825990]3.2. Proposed Pipeline
We propose for SoMeDi the usage of the following resources which we will now examine in detail:
· Deep Learning Models
· Deep Learning Frameworks: Torch
· Objects Datasets: Imagenet[footnoteRef:47], VisualGenome[footnoteRef:48], MS-COCO[footnoteRef:49] [47:  "ImageNet - Wikipedia." https://en.wikipedia.org/wiki/ImageNet. Accessed 2 Jun. 2017.]  [48:  "VisualGenome." http://visualgenome.org/. Accessed 2 Jun. 2017.]  [49:  "MS-Coco." http://mscoco.org/. Accessed 2 Jun. 2017.] 


We mount two DL meta-architectures working in parallel. These DL meta-architectures, ResNet and DenseCap, are specialized in different tasks.
A: ResNet[footnoteRef:50] models is trained in 1000 labels (objects) using ImageNet dataset.  ResNet models get very accurate results in object recognition tasks. These models have very good relation accuracy vs. speed. ResNet models implement several levels of deep layers [18, 34, 50, 101, 152]. ResNet models with more layers will get more accuracy, but these models will be slower. ResNet architecture uses a deep residual learning block to address the degradation problem with very deep networks. [50:  "[1512.03385] Deep Residual Learning for Image ... - at www.arxiv.org.." 10 Dec. 2015, https://arxiv.org/abs/1512.03385. Accessed 2 Jun. 2017.] 

Image (224x224) validation error rate
	Network
	Top-1 error
	Top-5 error

	ResNet-18
	30.43
	10.76

	ResNet-34
	26.73
	8.74

	ResNet-50
	24.01
	7.02

	ResNet-101
	22.44
	6.21

	ResNet-152
	22.16
	6.16

	ResNet-200
	21.66
	5.79



B: DenseCap[footnoteRef:51] model task is to describe images in natural language. DenseCap identifies isolated objects and group of objects like one entity. DenseCap is trained/validated on the Visual Genome[footnoteRef:52] dataset, which comprises 94,000 images and 4,100,000 region-grounded captions. The architecture is composed of a CNN[footnoteRef:53], a dense localization layer and an RNN[footnoteRef:54] [51:  "DenseCap: Fully Convolutional Localization Networks for Dense ...." 24 Nov. 2015, https://arxiv.org/abs/1511.07571. Accessed 2 Jun. 2017.]  [52:  "VisualGenome." http://visualgenome.org/. Accessed 2 Jun. 2017.]  [53:  "Chapter 9: Convolutional Networks - Commonlounge." https://www.commonlounge.com/discussion/3040dd68b6454695a63cbfbb78d2e557/post. Accessed 2 Jun. 2017.]  [54:  "Deep Learning Book." http://www.deeplearningbook.org/. Accessed 2 Jun. 2017.] 

[bookmark: _ac50s4oji7mq][bookmark: _Toc532825991]3.3. Proposed architecture for SoMeDi
The proposed architecture for the image metadata extraction DII module is as follows:
[image: ]
As we can see, internally it is comprised of two distinct analysis modules. One is based on the RESNET network and is used for recognition of objects of interest and the other is based on the DENSECAP network and is used to provide scene description of images.
As it can be seen in the Figure, we have divided the analysis of the images into 4 parts:
* The "central" node, which receives the messages (images scraped from the Social Media) to analyze and is responsible for distributing according to the type of analysis requested by the source.
The analysis nodes (according to the information to be obtained from each frame): RESNET [objects in the image], DENSECAP [global description of the image and the different parts of it]. 
The "central" node is written in Node.js, and only performs message forwarding functions of both the part of middleware towards deep learning, as well as the part of deep learning towards middleware. The RESNET part uses the Torch library to perform all the analysis and is written in LUA. 
For each message it receives, it generates a list of objects that appear in the image, ordering this list according to the preponderance of the same in the scene. We always show the 5 first, but this value can be changed to show some more, although in this case it would increase the number of mistakes and errors in the results.
The DENSECAP network, like RESNET, uses Torch and is written in LUA. With it we get descriptions of the scenes. This network divides the image into as many pieces as indicated (we usually work with 50) and analyzes the image in a generic way and each one of those (50) sub-images to give a description.
The languages and frameworks used for this DII module are as follow:
· For the Deep Learning modules we use Torch[footnoteRef:55] which is usually programmed using the LUA scripting language. However, Lua is a language of limited flexibility and cross project support, so as of the writing of this document we are migrating the system to PyTorch[footnoteRef:56] which is a compatible implementation with a Python front-end. This enables us as well to use similarly minded languages and approaches compared to the ones used in the text analytics (see D3.2). [55:  http://torch.ch/ - Torch Deep Learning Framework website.]  [56:  https://pytorch.org/ - PyTorch, Python front-end for the Torch framework.] 

· For general purpose aspects in the DII module’s API facing side (message reception and queueing, input-output analysis using REST APIs) we use a custom module programmed in Node.js[footnoteRef:57]. This is a very efficient server side Javascript based architecture for applications that perform processing on large data streams such as SoMeDi. [57:  https://nodejs.org/en/ - Node.js server side framework.] 

With the help of these components, our system runs quite efficiently in our test servers with ample headroom to accommodate connection to intense streams coming from social media for the Use Cases of the project.
	RESNET
	 
	 

	 
	Nvidia Hardware used
	Throughput

	 
	980
	18 fps

	 
	1080
	28 fps

	
	
	

	DENSECAP
	 
	 

	 
	Nvidia Hardware used
	Throughput

	 
	980
	7 fps

	 
	1080
	10 fps


The reference frames used are 1080p (~2 megapixel) resolution images (1920 * 1080 pixels) which are a compromise between performance and the accuracy of the results.

[bookmark: _Toc532825992]4. DII Text Intelligence tookit for Marketing use case 
[bookmark: _Toc532825993]4.1 Architecture 
We have used Python3 with conda[footnoteRef:58] and used PyTorch[footnoteRef:59] for deep learning framework.  [58:  https://conda.io/docs/]  [59:  https://pytorch.org/] 

Recently there have been big advances in Natural Language Processing with deep learning, and lots of open sourced tools are available: to name a few those from allenNLP[footnoteRef:60] (ELMO). Zalando Research (Flair[footnoteRef:61]), FastAI[footnoteRef:62] and Google (BERT[footnoteRef:63]). We have used Flair, due to its simplicity in its use, and its light architecture as well as due to the fact that it showed state of the art results for a couple of NLP tasks (as of 2018 November, NER English , NER German, Chunking and PoS tagging).   [60:  https://github.com/allenai/allennlp]  [61:  https://github.com/zalandoresearch/flair]  [62:  https://github.com/fastai]  [63:  https://github.com/google-research/bert] 


Flair (Akbik, et al., 2018) implements contextualized character-level word embeddings which combine the best attributes of the previously existed embeddings: the ability to (1) pre-train on large unlabeled corpora, (2) capture word meaning in context and therefore produce different embeddings for polysemous words depending on their usage, and (3) model words and context fundamentally as sequences of characters, to both better handle rare and misspelled words as well as model subword structures such as prefixes and endings (Akbik, et al., 2018). 

Character level contextual embeddings are based on neural language modeling (LM) that have allowed language to be modeled as distributions over sequences of characters instead of words (Sutskever, et al., 2014; Graves, 2013; Kim, et al., 2015). Recent work has shown that by learning to predict the next character on the basis of previous characters, such models learn internal representations that capture syntactic and semantic properties: even though trained without an explicit notion of word and sentence boundaries, they have been shown to generate grammatically correct text, including words, subclauses, quotes and sentences (Sutskever, et al., 2014; Graves, 2013; Karpathy, et al., 2015). More recently, Radford and colleagues  (Radford, et al., 2017) showed that individual neurons in a large LSTM-LM can be attributed to specific semantic functions, such as predicting sentiment, without explicitly trained on a sentiment label set (Akbik, et al., 2018).  

[bookmark: _Toc532825994]4.2 Architecture for training NER (Named Entity Recognition) and sentiment classifier  

In SoMeDi, we have implemented English and Spanish Named Entity Recognizer as well as Sentiment Analyzer. For this we have trained Spanish character based context aware language model on the GPU machine on AWS (p2.xlarge, P2 Tesla K-series K-80) with 61 GB of memory and 12 GB of GPU memory for 2 weeks (each model). 
Trained character based language model was used for Spanish NER and Spanish Sentiment analyser, as part of embedding. For Spanish NER, and Spanish and English sentiment analyser, we have trained each of them about one day. 


[bookmark: _Toc532825995]4.2.1 NER (Named Entity Recognition) 
Named Entity Recognition is a task where entities such as Person, Organization, Location are extracted from the unlabeled sentences. 
We have used CONLL2002 dataset[footnoteRef:64] to train Spanish NER. We have acquired F1 value of 85.92 for validation set, and  87.58  for the test set, which is higher than the previous state of the art of Spanish NER (85.77  by (Yang, et al., 2017)) .   [64:  https://www.clips.uantwerpen.be/conll2002/ner/] 

For English NER, we have used existing implementation of Flair. This model is current state of the art model with F1 value of 93.09 (Akbik, et al., 2018). 


[bookmark: _Toc532825996]4.2.2 Sentiment analysis 
Opinions are central to almost all human activities because they are key influencers of our behaviors. With the explosive growth of social media (e.g. reviews, forum discussions, blogs, micro-blogs, Twitter, comments, and postings in social network sites) on the Web, individuals and organizations are increasingly using the content in these media for decision making. Sentiment analysis, also called opinion mining, is the field of study that analyzes people’s opinions, sentiments, evaluations, appraisals, attitudes, and emotions towards entities such as products services, organizations, individuals, issues, evens, topics, and their attributes. (Liu, 2012)   
We have trained English sentiment analyzer with a dataset[footnoteRef:65] which contains 1,578,627 classified tweets. We have achieved F1 value of .816 with this dataset. For Spanish sentiment analyzer, we have combined datasets from TASS2012[footnoteRef:66] and TASS2018[footnoteRef:67], which in total contained 10,026 classified tweets. We have reached F1 value .4763 with this  dataset.  [65:  http://thinknook.com/twitter-sentiment-analysis-training-corpus-dataset-2012-09-22/]  [66:  http://www.sepln.org/workshops/tass/2012/about.php]  [67:  http://www.sepln.org/workshops/tass/2018/] 


 (
# tag type for prediction
tag_type = 'ner'
# making tag dictionary from the corpus
tag_dictionary = corpus.make_tag_dictionary(tag_type=tag_type)
print(tag_dictionary.idx2item)
# initialize embeddings
embedding_types: List[TokenEmbeddings] = [
    WordEmbeddings('es-glove'),
    CharLMEmbeddings('./resources/taggers/language_model_es_forward_long/best-lm.pt'),
    CharLMEmbeddings('./resources/taggers/language_model_es_backward_long/best-lm.pt'),
]
embeddings: StackedEmbeddings = StackedEmbeddings(embeddings=embedding_types)
# initialize sequence tagger
from flair.models import SequenceTagger
tagger: SequenceTagger = SequenceTagger(hidden_size=128,
                                        embeddings=embeddings,
                                        tag_dictionary=tag_dictionary,
                                        tag_type=tag_type,
                                        use_crf=True)
# initialize trainer
from flair.trainers.sequence_tagger_trainer import SequenceTaggerTrainer
trainer: SequenceTaggerTrainer = SequenceTaggerTrainer(tagger, corpus, test_mode=False)
#train 
trainer.train('resources/taggers/es-ner-long-glove', learning_rate=0.1, mini_batch_size=14, max_epochs=150, patience = 4 )
)
Part of Code for training Spanish NER. 




 (
# making a list of word embeddings
word_embeddings = [WordEmbeddings('en-twitter-glove'), 
                   CharLMEmbeddings('mix-forward'), 
                   CharLMEmbeddings('mix-backward')]
# initialize document embedding by passing list of word embeddings
document_embeddings: DocumentLSTMEmbeddings = DocumentLSTMEmbeddings(word_embeddings,
                                                                     hidden_states=512,
                                                                     reproject_words=True,
                                                                     reproject_words_dimension=256,)
# create text classifier
classifier = TextClassifier(document_embeddings, label_dictionary=label_dict, multi_label=False) 
#initialize text classifier trainer
trainer = TextClassifierTrainer(classifier, corpus, label_dict)
# start the training
trainer.train('resources/sentiment_classifier-en-3classes-nookandsemeval2013/results',
              learning_rate=0.1,
              mini_batch_size=32,
              anneal_factor=0.5,
              patience=5,
              max_epochs=150)
)
Part of code for training English sentiment classifier 



[bookmark: _Toc532825997]4.3 Deployment 
Trained NER and sentiment classifier were deployed using Flask68 and Docker69. 
Flask[footnoteRef:68] is a micro web framework for Python, for developing webapps. Docker[footnoteRef:69] performs operating-system-level virtualization, also known as ‘containerization’. Containers are created from ‘images’ that specify their precise contents.  Docker can package an application and its dependencies in a virtual container that can run on any Linux server. This helps enable flexibility and portability on where the application can run[footnoteRef:70].   [68:  http://flask.pocoo.org/]  [69:  https://www.docker.com/]  [70:  https://en.wikipedia.org/wiki/Docker_(software)] 


 (
FROM ubuntu:latest
MAINTAINER Yihwa Kim "yihwa.kim@taiger.com"
RUN apt-get clean  -y
RUN apt-get update -y
RUN apt-get install -y python3-pip python3-dev build-essential git-core
COPY . /app
WORKDIR /app
ENV LC_ALL=C.UTF-8
ENV LANG=C.UTF-8
RUN git clone https://github.com/zalandoresearch/flair.git
RUN pip3 install -r requirements.txt
#ENTRYPOINT ["python3"]
ENV FLASK_APP=ner-flair-predict.py
#ADD ./model/es-ner-glove.pt /app/flair/model/es-ner-glove.pt
EXPOSE 5000
ENTRYPOINT ["./entrypoint.sh"]
)
Content of Dockerfile 

 (
docker build -t image-ner-es:latest .
docker run -itd -p 5400:5000 --name ner-es image-ner-es
)
Commands to create docker image and run docker container from the image 






[image: ]

[image: ]
Schematics of NER (Spanish) and sentiment classifier (English)
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[bookmark: _Toc532825999]5.1. Recruitment Scenario Description
Use Case Recruiting applies Sentiment Analysis techniques to selected candidates for interview. The goal is to identify the candidates' opinion regarding several aspects: company activity, required aptitudes, and knowledge. Therefore,  the HR Officer presents to the candidate several areas of business of the hiring company; the officer requests the candidate to write a few sentences about each field presented. The NLP tool advanced in this project analyzes each field completed, containing the text written by the candidate. The application delivers a score that approximates how interested the candidate is to work in each area. The score is a number between 0 and 1; a score close to 0 means that there is no interest and a score close to 1 signifies that the candidate is interested.
This use case applies Sentiment Analysis (SA) techniques to improve the recruitment processes aiming to increase the efficiency of internship campaigns by ensuring a better match between the candidates' professional skills and the hiring company fields of activity. 

Therefore,  by accessing the SoMeDi platform, the candidates will complete their profile data and further - browse, select, and apply to specific internship programmes. The application process implies that the internship candidates will complete several forms providing feedback regarding the companies fields of activity. 

The NLP tool advanced in this project analyzes each field completed, containing the text written by the candidate. The application delivers a score (that approximates how interested the candidate is to work in each area)  namely a value between 0 and 1.  If the sentiment analysis score is close to 0 means that there is no interest,  while a value close to 1 signifies that the candidate is interested.The sentence analysis is performed by using NLP Text Analytics, namely Sentiment Analysis. The NLP tool is delivered in two methods: a) the first method uses services from Microsoft Azure -Cognitive Services; b) the second method is built with open source Stanford CoreNLP. In both cases, a main ()  program for integration of services or open source code was written in C # with a GUI appropriate for the HR application. The program has versions in English and Romanian; for Romanian, a Romanian-English translation service from MS Azure Translate was used.

As mentioned earlier, the sentence analysis is performed by using NLP Text Analytics, namely Sentiment Analysis.  The current version of the DII tool is delivered in this phase of the project by deploying the following methods (services) for  sentiment analysis: 
a) the first method uses services from Microsoft Azure - Cognitive Services; 
b) the second method is built with open source Stanford CoreNLP. 

We developed a sentiment analysis application using an open source code written in C # to present an appropriate GUI for the internship application. The sentiment analysis application has versions in English and Romanian, and for analyzing  Romanian language content (text input) was used a Romanian-English translation service from MS Azure Translator Text.

In the following sections we will present the methods used for delveoping the sentiment analysis applications, describe each of the SA solutions (Azure and Stanford CoreNLP), and also release the instructions on how to use/test the above-mentioned applications.
[bookmark: _Toc532826000]5.2. Methods used for Sentiment Analysis
[bookmark: _Toc532826001]Sentiment Analysis is part of the Text Analytics.
Understanding and analyzing unstructured text is an increasingly popular field and includes a broad spectrum of problems such as sentiment analysis, key phrase extraction, topic modeling/extraction, aspect extraction and more. A simple approach is to keep a lexicon of words or phrases that assess negative or positive sentiment to a sentence (e.g., the words “bad”, “hate”, “not good” would belong to the lexicon of negative words, while “good”, “great”, “like” would belong to the lexicon of positive words). But this means such lexicons must be manually curated, and even then, they are not always accurate.  
[bookmark: _Toc532826002]Methods based on  Machine Learning 
A more robust approach is to train models that detect sentiment. Here is how the training process works – a large dataset of text records is created that was already labeled with sentiment for each record. The first step is to tokenize the input text into individual words, then apply stemming[footnoteRef:71] (stemming is the process of reducing inflected -or sometimes derived- words to their base or root form). Next, it is necessary to construct features from these words; these features are used to train a classifier. Upon completion of the training process, the classifier can be used to predict the sentiment of any new piece of text. It is essential to construct meaningful features for the classifier, and the list of features includes several from state-of-the-art research: [71:  https://nlp.stanford.edu/IR-book/html/htmledition/stemming-and-lemmatization-1.html ] 

· N-grams[footnoteRef:72] denote all occurrences of n consecutive words in the input text. The precise value of n may vary across scenarios, but it’s common to pick n=2 or n=3; [72:  https://web.stanford.edu/~jurafsky/slp3/4.pdf ] 

· Part-of-speech tagging [footnoteRef:73] [footnoteRef:74] is the process of assigning a part-of-speech to each word in the input text; [73:  https://web.stanford.edu/~jurafsky/slp3/10.pdf ]  [74:  https://www.nltk.org/book/ch05.html ] 

· Word embeddings[footnoteRef:75] [footnoteRef:76] are a recent development in natural language processing, where words or phrases that are syntactically similar are mapped closer together. Neural networks are a popular choice for constructing such a mapping. For sentiment analysis, it is used neural networks that encode the associated sentiment information are used as well. The layers of the neural network are then used as features for the classifier. [75:  http://colah.github.io/posts/2014-07-NLP-RNNs-Representations/ ]  [76:  https://medium.com/@josecamachocollados/on-the-contribution-of-neural-networks-and-word-embeddings-in-natural-language-processing-c8bb1b85c61c ] 

[bookmark: _Toc532826003]5.3. Description of the Microsoft Azure Cognitive Services – Text Analytics Project
Text Analytics uses a machine learning classification algorithm to generate a sentiment score between 0 and 1. Scores closer to 1 indicate positive sentiment, while scores closer to 0 indicate negative sentiment. 
The model is pretrained with an extensive body of text with sentiment associations. Currently, it is not possible to provide your own training data. No labeled or training data is needed to use the service. 
The model uses a combination of techniques during text analysis, including text processing, part-of-speech analysis, word placement, and word associations. 
Sentiment analysis is performed on the entire document, as opposed to extracting sentiment for a particular entity in the text. In practice, there is a tendency for scoring accuracy to improve when documents contain one or two sentences rather than a large block of text. During an objectivity assessment phase, the model determines whether a document as a whole is objective or contains sentiment. A document that is mostly objective does not progress to the sentiment detection phrase, resulting in a 0.50 score, with no further processing. For documents continuing in the pipeline, the next phase generates a score above or below 0.50, depending on the degree of sentiment detected in the document.
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                          (a) Microsoft Azure Sentiment Analysis application (EN)
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                          (b) StanfordNLP Sentiment Analysis application (EN)
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                          (c) Microsoft Azure Sentiment Analysis application (RO)
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(d) StanfordNLP Sentiment Analysis application (RO)
[bookmark: _Toc532826004]5.4. Description of the Stanford CoreNLP Sentiment Analysis Project
Stanford CoreNLP provides a set of human language technology tools. It can give the base forms of words, their parts of speech, whether they are names of companies, people, etc.,
 normalize dates, times, and numeric quantities, mark up the structure of sentences regarding phrases and syntactic dependencies, indicate which noun phrases refer to the same entities, indicate sentiment, extract particular or open-class relations between entity mentions, get the quotes people said, etc.
The following  Stanford CoreNLP tools are necessary for this project for Sentiment Analysis, in order to: tokenize, ssplit, pos, lemma, parse, sentiment; ner and dcoref are not necessary.

The functions of these tools are: 
i. tokenize: Tokenizes the text into a sequence of tokens, 
ii. ssplit: Splits a sequence of tokens into sentences, 
iii. pos: Labels tokens with their part-of-speech (POS) tag,
iv. lemma: Generates the lemmas (base forms) for all tokens; includinge Sentiment Class, 
v. parse: Provides full syntactic analysis, including, both constituent and dependency    representation tokens, 
vi. sentiment:  Sentiment analysis with a compositional model over trees using deep learning. 

Stanford CoreNLP is written in Java. Stanford CoreNLP introduced two new ideas: a) the Stanford Sentiment Treebank and b) a powerful Recursive Neural Tensor Network.
A treebank can be defined as a linguistically annotated corpus (Data Base) that includes some grammatical analysis beyond the part-of-speech level. The Stanford Sentiment Treebank is the first corpus with fully labeled parse trees that allows for a complete analysis of the compositional effects of sentiment in language. It includes labels for every syntactically plausible phrase in thousands of sentences.
Recursive Neural Tensor Networks (RNTN) take as input phrases of any length. They represent a phrase through word vectors and a parse tree and then compute vectors for higher nodes in the tree using the same tensor-based composition function. It is placed on top of grammatical structures. A phrase is composed of a couple of meaning related words/tokens. The tri-gram is used.   

The Deep learning model builds up a representation of the whole sentence based on the sentence structure. It computes the sentiment based on how words compose the meaning of longer phases.    The activation function is: a) f=tanh() for hidden layers and b) f= softmax() for output layer used for 5-class classification. These  5-class sentiment classifications are: VERY NEGATIVE, NEGATIVE, NEUTRAL, POSITIVE, VERY  POSITIVE. 
Training of RNTN is performed minimizing the cross-entropy error between the predicted distribution at each node and the target distribution at the same node.

[bookmark: _Toc532826005]5.5. Software Development	Comment by Beia Intern: SIVECO – can provide a description of the matchmaking algorithms i
BEIA  developed the following software programs in C#,

i. SoMeDi_Sentiment-Analyze_MS-Azure_EN - using MS-Azure Services, in English
ii. SoMeDi_Sentiment-Analyze_MS-Azure_RO - using MS-Azure Services, in Romanian
iii. [bookmark: _Hlk514078053]SoMeDi_Sentiment-Analyze_StanfordCoreNLP_EN - using StanfordCoreNLP Tools, in English,
iv. SoMeDi_Sentiment-Analyze_StanfordCoreNLP_RO - using StanfordCoreNLP Tools, in Romanian.

The programs are presented as Installation programs for Windows 10, x64. They must be downloaded and installed by the customer companies (HR office) ---- in WP3. 

Folder: “Doc. Install-3 programs.zip” contains these installation programs.

Notes:
· No shortcuts for programs
· The folder “ stanford-corenlp-3.9.1-models” is necessary to be placed on : C:\Program Files\BEIA\SoMeDi_Sentiment-Analyze_StanfordCoreNLP_EN, after installation.
· MS_Azure services have need a MS acount; the programs do not work without this (remote server returns error).	Comment by Microsoft Office User: Account? Or access? Credentials? 

[bookmark: _Toc532826006]5.6. Integration with the SoMeDi platform

In this section, we present the methodology to integrate the DII tool as a web application in order to ensure better usability of the SoMeDi platform.
[bookmark: _Toc532826007]Overview
The sentiment analysis is designed as a microservice, in order to ensure the scalability requirements, but also allow modularity and reusability,

The microservice architecture is presented in the diagram shown below, and described as follows:
[image: https://lh5.googleusercontent.com/GrmBpo7toYb8QlsiQtRWco2usSZVEiWeeB5O1RAkWA2tGz1Jh7fpE5xy3tdEc6w49vys6Gc84LWQGe9Fha4EmX1kN0Plx66F-HO449SYm--mQb7s6j7R-XMOmhfTuqFzxIe8E3M8]

1. A request comes from a load balancer, provided by docker.
2. The request reaches one of the containers and starts being processed.
3. A job is stored in a key-value store. The job will also contain the result, as returned by the SA engine.
4. The result is returned to the client, either in the same request or later as the status of a job.
5. Jobs expire after a specified timeout and are removed from the key-value store.

The key-value store engine used is Redis. It is used because it can allow persistence and if needed it can be replicated on multiple nodes.
The microservice is implemented as a node.js application. The service is modular and can support any of several sentiment analysis engines. The interaction to each engine is implemented as a class: GoogleSA.js, AzureSA.js, StanfordSA.js. 

[bookmark: _Toc532826008]API contract
The microservice can be consumed as a JSON REST API.
Endpoint: /health-check
HTTP Method: GET
Scope: internal
Remarks: Used by the load-balancer to decide which instances of the microservice are ready to serve traffic. It is not exposed externally

Endpoint: /sentiment-analysis
HTTP Method: POST
Scope: public
Request Body:

{
	“token”: <authentication token>,
	“engine-hint”: “google”|”azure”|”stanford”
	“language”: <language>|”auto”,
	“content”: <content for sentiment analysis>
}


Response Body:

{
	“status”: “success”|”invalid-arguments”|”server-error”|”pending”|”rate-limit”|”access-denied”,
	“job-id”: <UUID of job>,
	“sentiment-score”: <floating point number representing score>
}

Endpoint: /job-status
HTTP Method: POST
Scope: public
Request Body:

{
	“token”: <authentication token>,
	“job-id”: <UUID of job>
}

Response Body:

{
	“status”: “success”|”invalid-arguments”|”server-error”|”pending”|”rate-limit”|”access-denied”,
	“job-id”: <UUID of job>,
	“sentiment-score”: <floating point number representing score>
}

Each endpoint is guaranteed to always reply within 50 ms. The reply is either a success message containing the sentiment score or another message containing a job id that can be later checked for status. Each endpoint accepts a maximum size of 2 kB of JSON payload. Invalid or unknown fields are ignored.

In case multiple engines are enabled in the service “engine-hint” can allow selecting a specific one. If there is only one engine used by the backend or otherwise available, this parameter is ignored. In general, this parameter can only be treated as a hint. The service doesn’t guarantee a specific engine will actually be used.

To prevent abuse of the service, each token will have associated a limited number of requests per minute, with a possibility for burst in the first minute. For example, a token might have a limit of 100 requests/minute and a burst of 300 requests in the first minute, after a period of no traffic for that token. These limits will be imposed at service level and in case a limit is exceeded, a “rate-limit” status will be returned as a response. The theoretical model is that of a token bucket.

[bookmark: _Toc532826009]Security
The service communicates through TLS v1.2. Because the microservice can potentially be hosted in a public cloud, and the data might to traverse the public internet, an authentication token must used. For the current implementation the token is statically generated by the admin. More advanced use cases can be devised later.

[bookmark: _Toc532826010]Compliance
The service is stateless except for the sentiment score and job id which might be stored locally for a limited time. No other data, including user identifiable data will be stored by the service.

[bookmark: _Toc532826011]Telemetry
The service generates metrics which can be used to assess the health of the service. All the following values have another dimension on which they can be split which is the microservice instance identifier, in this case the host allocated by docker to the container instance.

	Metric name
	Value meaning

	sa-service.loop-delay
	The loop delay of the node.js event loop. A high value represents high load.

	sa-service.<engine>-request-time
	The time it takes the engine to compute the sentiment score. It is a statistic type and it will contain p50, p90, p99, mean, min, max sub-values. Engine variable is replaced by the actual engine used: Google, Azure, Stanford.

	sa-service.<endpoint>.<status>.count
	A counter per interval for each of status messages returned, for each of the endpoints.

	sa-service.content-size
	The content-size sent to the service. It is a statistic type and it will contain p50, p90, p99, mean, min, max sub-values.

	sa-service.memory-used
	The memory used by the service.





Sentiment Analysis Service Communication 

As mentioned in the previous section, the SA  microservice is implemented as a node.js application and can be consumed as a JSON REST API, having the following web address: 
https://somedi-api.beia-consult.ro .

To call the NLP service, the following features (functions) have been implemented in the OctoberCMS platform :

The integration of the  sentiment analysis microservice with the SoMeDi Recruiting platform required the following implementation of the following features (functions implemented in the October CMS platform):
1. createNlpJobId (which returns the job id after the security token and content has been sent)
 (
public function createNlpJobId($nlpQuestion = null)
{
    $nlpURL = 'https://somedi-api.beia-consult.ro/';
    $callData = 'sentiment-analysis';
    $nlpToken = '4kNjyhGmhg1aii6XNJnbgn2auFrIQvTn';
    $nlpLanguage = 'auto';
    $nlpEngine = 'google';
    $data = array("token" => $nlpToken, "engine-hint" => $nlpEngine, "language" => $nlpLanguage, "content" => $nlpQuestion);
    $data_string = json_encode($data);
    $ch = curl_init($nlpURL . $callData);
    sleep(2);
    curl_setopt($ch, CURLOPT_POST, true);
    curl_setopt($ch, CURLOPT_HTTPHEADER, array('Content-Type', 'application/json'));
    curl_setopt($ch, CURLOPT_RETURNTRANSFER, true);
    curl_setopt($ch, CURLOPT_POSTFIELDS, $data_string);
    curl_setopt($ch, CURLOPT_CONNECTTIMEOUT, 15);
    if (null !== $this->timeout) {
        curl_setopt($ch, CURLOPT_TIMEOUT, $this->timeout);
    }
    if ($this->proxy) {
        curl_setopt($ch, CURLOPT_HTTPPROXYTUNNEL, true);
        curl_setopt($ch, CURLOPT_PROXY, $this->proxy);
    }
    $response = curl_exec($ch);
    curl_close($ch);
    $response = json_decode($response,true);
    return $response;
}
)






2. getNlpScore (returns the Sentiment Analysis score based on the recieved job id)
3. 


 (
    $nlpURL = 'https://somedi-api.beia-consult.ro/';
    $callData = 'job-status';
    $nlpToken = '4kNjyhGmhg1aii6XNJnbgn2auFrIQvTn';
    $data = array("token" => $nlpToken, "job-id" => $nlpJobId);
    $data_string = json_encode($data);
    $ch = curl_init($nlpURL . $callData);
    sleep(2);
    curl_setopt($ch, CURLOPT_POST, true);
    curl_setopt($ch, CURLOPT_HTTPHEADER, array('Content-Type', 'application/json'));
    curl_setopt($ch, CURLOPT_RETURNTRANSFER, true);
    curl_setopt($ch, CURLOPT_POSTFIELDS, $data_string);
    curl_setopt($ch, CURLOPT_CONNECTTIMEOUT, 15);
    if (null !== $this->timeout) {
        curl_setopt($ch, CURLOPT_TIMEOUT, $this->timeout);
    }
    if ($this->proxy) {
        curl_setopt($ch, CURLOPT_HTTPPROXYTUNNEL, true);
        curl_setopt($ch, CURLOPT_PROXY, $this->proxy);
    }
    $response = curl_exec($ch);
    curl_close($ch);
    $response = json_decode($response,true);
    return $response;
}
)
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[bookmark: _GoBack]Schematics of the message sequence for the SA microservice (Recruiting use case)
Chapter 5 described the main achievements with regard of Deliverable D3.2, presenting the first version of the DII toolkit specific to the Romanian Use Case - The Stanford NLP project for EN version is available here[footnoteRef:77]. [77:  https://drive.google.com/drive/folders/1lcjed8La3QqT7eF4hAf9P1T2PnLhCeLv?usp=sharing ] 


The testing and validation processes of the DII tool advanced in this phase are detailed  in Deliverable D4.3.






[bookmark: _Toc532826012]5.6. Metadata MiningAligning metadata intelligence with recruitment use case
In WP4, the above-described programs will be tested on as many candidates as possible, and so Digital Interaction Data will be created. These data will be structured as Metadata (DataBase) and then processed using Data Mining type Clustering and Text Analytics methods to find the following information / pattern:



i. the general opinions of the candidates about the company where they are applying,
ii. the candidates’ opinions about the fields of activity; why some fields are attractive and others are not,
iii. the level of training of the candidates in the analyzed fields of activity,
iv. the information level of the candidates regarding the company activity,
tendencies and expectations of internship programmes candidates.This chapter will address the main tasks specific to Deliverable D3.3 DII Metadata intelligence and Model based techniques. These tasks precede the Demonstrators release in WP4. 

In order to prepare the Recruiting Demonstrator release in WP4, the above-described NLP applications will be tested on as many candidates as possible, and so Digital Interaction Data will be created. 	Comment by Beia Intern: after the integration of the DII toolkit was an web application within the Somedi platform, we will follow these metrics as metadata


These DID will be structured as Metadata (DataBase) and then processed using Data Mining type Clustering and Text Analytics methods to find the following information / patterns:
a) identify the most suitable method for finding the candidates’ opinions about the hiring company fields of activity (a comparison between the three NLP solutions Stanford, Google, Azure);
b) produce several visual instruments (reporting tools) with statistics concerning:
i. the internship programme – candidates age, field of study, level of study, work experience;
ii. the candidates’ opinions about the hiring company fields of activitiy;
iii. the number of accepted applications reported to the number of candidated who actually started the internship programme;
iv. the candidates’ opinions after the internship programme (feedback).








































[bookmark: _Toc532826013]76. Aligning metadata intelligence with marketing use case
[Hi Iberia & TAIGER]


[bookmark: _Toc532826014]8. Aligning metadata intelligence with NBA use case 	Comment by Beia Intern: NBA - telecom operators offers
[Turkcell and EVAM]


[bookmark: _Toc532826015]87.Conclusions


[bookmark: _Toc532826016]Reference
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