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Executive Summary 

Proactive protection against phishing-based ransomware requires a multi-layered approach that  

combines technology, training and best practices. Using these approaches, organizations can 

signif icantly reduce the risk of  phishing-based ransomware attacks and improve their overall 

security posture. The VESTA project aims to develop solutions by focusing on these approaches.  

Specif ically, the VESTA project focuses on advanced email security measures for email phishing  

attacks, malware/ransomware detection and prevention, behaviour analysis, monitoring of  

suspicious activity, and network security analysis.  

“D2.1 Academic and Technology SoTA Report” deliverable is the output of  “T2.1 State of  the Art  

and Technology”. This task def ines a comprehensive analysis of  the current academic and  

technological aspects to create innovative solutions. 

This deliverable D2.1 reports on the technological and academic state of  the art on the identif ied  

focus areas. The outputs of  this deliverable will enable to initiate the other WPs.  
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Document Glossary 

Acronym Description 
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Acronym Description 
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OSINT Open-Source Intelligence 

RDP Remote Desktop Protocol 

RF Random Forest 

RNN Recurrent Neural Networks 

SIEM Security Information and Event Management 

SMB Server Message Block 

SOAR Security Orchestration, Automation, and Response 

SOC Security Operations Center 

SPF Sender Policy Framework 

SVM Support Vector Machine 
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1. Introduction 

Phishing is a cyberattack method where attackers impersonate (pretend to be) legitimate 

organizations to deceive individuals into providing sensitive information, such as login credentials  

or f inancial data. When combined with ransomware, these attacks can cause severe f inancial and  

reputational damages. 

Typical steps of  a phishing-based ransomware attack: 

1.  Initial Phishing Attack: The attacker sends f raudulent (fake) emails containing malicious links  

or attachments. These emails may look legitimate and of ten include urgent language to prompt 

quick action. 

2.  Malware Deployment: If  a recipient clicks on the link or opens the attachment, ransomware is 

downloaded onto their device. This malware typically encrypts f iles, making them inaccessib le 

to the user. 

3.  Ransom Demand: Once the f iles are encrypted, the attacker demands a ransom (of ten in 

cryptocurrency) for the decryption key, leaving victims with the dif f icult choice of  paying or losing  

their data. 

Characteristics of  phishing-based ransomware attacks: 

• Evolving Techniques: Attackers constantly adapt their tactics, using social engineering  

(manipulation of  individuals) techniques to increase the chances of  success. 

• Targeted Campaigns: Many phishing attacks are tailored to specif ic organizations or 

individuals (spear phishing), making them harder to detect.  

• Multiple Entry Points: Ransomware can spread through various channels, including email 

attachments, malicious websites, or compromised sof tware.  

 

Importance of  Proactive Protection Strategies: 

Ransomware attacks increased by 74%, f rom 2,593 global attacks in 2022 to 4,506 attacks in 2023.  

There were 2,321 attacks in the f irst half  of  2024 [1].  

Given the increasing prevalence and f requency of  phishing -based ransomware, it poses a 

signif icant threat to organizations and therefore proactive protection strategies such as email 

f iltering, employee training and awareness, and incident response planning are required for 

organizations to mitigate risks, protect sensitive data and minimize potential impacts . 

2. Phishing Detection and Prevention Techniques 

Phishing attacks involve adversaries impersonating legitimate entities to send deceptive emails or 

texts containing malware or links to f raudulent websites. These attacks exploit human psychology 

through social engineering to trick victims into sharing conf idential information, compromising  

security, or performing harmful actions. The goals include infecting devices with malware, stealing  

sensitive data (e.g., usernames and credit card details), seizing control of  digital accounts, o r 

prompting f inancial transactions [2].  Phishing poses a persistent threat, targeting individuals ,  

businesses, and governments. These attacks have become more sophisticated, adapting to 

advancements in technology to create convincing and personalized campaigns. The consequences 
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can be severe, including f inancial losses, identity thef t, unauthorized access to sensitive data, or 

systemic compromise [3]. 

 

Phishing leverages user interface f laws and human dif f iculty in verifying Uniform Resource Locator 

(URL)s and dynamic content, of ten serving as the initial access point to a victim’s device or account ,  

enabling further attacks.  In this context, phishing detection techniques vary widely, f rom analysing  

the URL to analysing the message content. 

 

In recent years, the application of  Natural Language Processing (NLP) and Machine Learning (ML) 

has shown great promise in detecting phishing emails. By leveraging the power of  NLP to analyse 

the linguistic patterns, syntax, and semantics of  phishing emails, researchers have been able to 

identify potential threats that may be missed by traditional methods. Furthermore, ML algorithms 

can learn f rom large datasets of  labelled examples, enabling them to develop robust models that  

can accurately distinguish between genuine and malicious emails.  

  

Generative AI has also emerged as a powerful tool in phishing detection, leveraging advanced  

capabilities of  large language models (LLMs) to analyze and identify potential threats. By 

scrutinizing email text, LLMs can detect signs of  malicious intent, such as suspicious phrasing ,  

abnormal sender behavior, or urgent language of ten associated with phishing scams. These models  

compare the analyzed content to vast databases of  known phishing examples, enabling them to 

identify even subtle or novel attack patterns [4]. 

2.1. Email Filtering 

Systems can implement various countermeasures to mitigate phishing attacks, with one prominent  

example being email f iltering. This approach involves deploying multiple techniques to identify and  

block phishing or other malicious emails before they reach users' inboxes. By intercepting such 

emails, email f iltering signif icantly reduces users' exposure to potential threats, minimizing the risk  

of  interacting with harmful content and falling victim to phishing scams  [5]. 

 

Several dif ferent approaches can be used for email f iltering, but the one that has lately been getting  

a lot of  attention and is showing promising results is  ML. This approach seems appropriate to the 

problem of  phishing detection since email f iltering problem can be easily transformed into a typical 

classif ication task [6]. This happens due to the nature of  phishing, which typically involves identifying  

specif ic patterns or characteristics in emails that distinguish them from legitimate messages.  

Phishing emails of ten use similar tactics, such as urgent language, requests for sensitive 

information, or spoofed sender addresses, making them identif iable by classif ication models trained  

to recognize these features [7]. 

 

M. Avukarasi and A. Antonidoss (2019) [8] used dif ferent ML algorithms to detect whether a mail is 

phishing or not. Then, results of  these algorithms are compared. Even though the Neural Networks 

gave the best accuracy, each algorithm performed close and provided good results. They also state 

that classif iers (Decision Tree (DT), Support Vector Machine (SVM), ...) utilizing ML algorithms 

perform best for phishing detection. As another result of  this study, it is found that dif ferent ML 

algorithms are good at predicting phishing content.  
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Other approaches used for email f iltering include Natural Language Processing (NLP) [9]. NLP 

teaches computers the semantic meaning of  natural-language text. Thus, an NLP system reads 

plain English (among other languages) and categorizes what it's seen in terms of  conceptual themes 

and ontological concepts. This is very useful for phishing detection and can be used for several 

dif ferent methods [10]. 

 

NLP is particularly useful in phishing detection, as it enables models to assess the language and  

tone of  email content. By analysing sentence structure, tone, and context, NLP-based algorithms 

can detect the specif ic language of ten used in phishing emails, improving the classif ier's accuracy 

and helping it evolve with new phishing tactics [11]. 

 

The bag-of-words (BoW) model is a foundational approach in NLP for text representation, of ten 

used in text classif ication tasks such as phishing detection. In the BoW model, a text is represented  

as a collection of  its words, disregarding grammar, word ord er, and sentence structure while 

focusing solely on the presence or f requency of  each word in the document. This representat ion 

allows for straightforward analysis of  word patterns, making it ef f ective for applications where 

specif ic keywords or terms might indicate phishing attempts  [12].  

 

While simple, BoW can be powerful when paired with machine learning algorithms, as it helps them 

identify signif icant word patterns that dif ferentiate between legitimate and malicious emails  [13].       

However, BoW has limitations in capturing context or semantics between words, so it's of ten 

enhanced with dif ferent techniques or used alongside more sophisticated models,  such as word  

embeddings, to improve accuracy in complex language tasks  [14,15, 16]. 

 

NLP of fers numerous other advanced methods for email f iltering beyond the traditional BoW 

approach. Techniques such as word embeddings (e.g., Word2Vec [17] or GloVe [18]) allow models  

to capture the semantic meaning of  words by representing them as vectors in a continuous space,  

which helps identify similar words or phrases even if  they don't appear in the same form [19]. 

 

In a study carried out by Bhowmick and Hazarika (2016) [20], ML and DL algorithms, combined with 

NLP techniques are explained. According to this study, even though NLP techniques developed on 

ML provide good results, it is still highly dependent on surface text instead of  deep semantics. Thus,  

when the structure of  the text is changed with synonyms, it is dif f icult for these methods to detect  

phishing. It is also stated that DL is more ef fective in processing emails more accurately and  

ef f iciently than ML methods. 

2.2. URL Analysis 

URL Analysis can also be a good strategy for phishing detection since it allows the detection of  

phishing attacks initiated through malicious URLs embedded in emails by analysing the structure,  

content, or behaviour of  the URLs. There are several dif ferent approaches to URL Analysis ,  

including domain reputation checks, blacklisting, whitelisting, behavioural analysis, and pattern 

recognition [21]. 

 

In the context of  combating phishing attacks, two prominent methodologies —reputation-b ased  

assessments and behavioural analysis—serve critical functions in identifying and mitigating  

potential threats by utilizing historical data and analysing user interactions. 
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Reputation-based Methods: 

  

Reputation-based methods involve assessing the credibility or trustworthiness of  a sender, domain,  

or website based on historical data and known behaviours. These methods are particularly useful 

for phishing detection by evaluating the following: 

• Domain Reputation: If  a domain is newly registered or has been associated with previous 

phishing activities, it may be f lagged as suspicious. Phishing websites of ten use newly created or 

rarely used domains to bypass detection. 

• IP Reputation: Email senders f rom IP addresses with a poor reputation or those that have been 

involved in previous phishing attacks can be identif ied and blocked.  

• Sender Reputation: Emails f rom senders that f requently send unsolicited or malicious emails are 

f lagged based on their past behaviour and known phishing activities. 

 

These reputation-based methods of ten rely on pre-established databases of  known or potentially  

suspicious URLs to assess whether a given URL is trustworthy or harmful. These methods employ 

blacklisting to identify and block suspicious URLs and whitelisting to conf irm and allow access to 

trusted ones. While these techniques are highly ef f icient and accurate in detecting known threats ,  

they face challenges such as the ongoing ef fort required to maintain up-to-date reputation 

databases and their inability to identify new or previously unknown threats  [22]. 

 

Prakash et al. [23] introduce PhishNet, a system designed to tackle the limitations of  URL 

blacklisting. It exploits the observation that attackers of ten employ simple modif ications to existing  

URLs. PhishNet has two key components: (1) a heuristic -based mechanism that generates 

variations of  known phishing URLs to uncover new ones, and (2) an approximate matching algorithm 

that breaks URLs into components for individual comparison against the blacklist. The system 

suf fers f rom low false positives and is remarkably ef fective at f lagging new URLs. 

2.3. Behavioral Analysis  

Behavioural analysis for phishing detection focuses on studying the actions and interactions of  

users, websites, or emails to identify suspicious or abnormal behaviours that might indicate phishing  

attempts. Understanding user’s behaviour when presented with phishing emails is highly relevant  

in combating phishing attacks. Beyond implementing technical defences, understanding how users  

interact with suspicious emails can reveal critical insights into areas of  vulnerability and help shape 

ef fective preventive strategies. User behaviour plays a crucial role in the ef fectiveness of  phishing  

defences, as even the most advanced security measures can be undermined by human error.  

 

Dif ferent strategies can be used in this context,  namely: 

 

2.3.1.  Email Behaviour  

 

Behavioural analysis looks at how emails behave, such as whether they prompt users to click on 

suspicious links or request sensitive information under urgent circumstances (e.g., password resets ,  



 

 
 

 

 

VESTA Deliverable 2.1 -Academic and Technology SoTA Report 12 / 55 

© 2024 VESTA Consortium 

 

f inancial transfers). These are common phishing behaviours. Salloum et al. [9,11], Li et al. [24], and  

Tamal et al. [25] emphasize the recurring use of  urgency, fear, and authority in phishing tactics,  

with users of ten overlooking critical details like typos in URLs or sender addresses, allowing  

attackers to create convincing imitations of  legitimate sources. To counter thes e threats, ML and  

DL approaches have been widely applied. Traditional ML algorithms, including SVM, Naive Bayes,  

and Random Forest, focus on extracting features f rom email headers, content semantics, and URLs 

to identify phishing attempts. Advanced DL models, such as Convolutional Neural Networks (CNNs),  

Recurrent Neural Networks (RNNs), and Long Short-Term Memory Networks (LSTMs), analyse 

textual and structural anomalies, of fering improved accuracy and adaptability against complex 

phishing strategies. Despite these advancements, studies like Thakur et al.  [26] and Catal et al. [27]  

underscore challenges such as limited dataset diversity and the inability of  models to adapt  

ef fectively to multilingual or evolving phishing tactics.  

 

Experimental studies demonstrate that interventions and training can enhance user performance in 

identifying phishing emails. Li et al. and Tamal et al. f ind that targeted warnings and monetary  

incentives improve user attention and accuracy, although the ef fects are of ten short -lived. These 

f indings highlight the importance of  adaptive and continuous training mechanisms to foster long -

term behavioral improvements. Furthermore, the integration of  behavioral patterns into detection 

systems has been shown to signif icantly enhance their robustness, as noted in Salloum et al.,  

Thakur et al., and Catal et al. 

 

All these studies agree on the importance of  expanding dataset diversity and adopting unsupervised  

and semi-supervised learning approaches to improve detection systems. Real -time systems that  

integrate technical and behavioral insights are critical for addressing the growing sophistication of  

phishing attacks. Future research should also prioritize developing language-agnostic models and  

adapting to evolving phishing strategies to enhance the generalizability and robustness of  detection 

technologies. By combining behavioral analysis with advanced ML and DL models, phishing  

detection systems can better address the human factors that attackers exploit, ultimately reducing  

user susceptibility to cyber threats. 

2.3.2.  Website Behaviour 

 

Behavioral analysis can examine how a website behaves once a user land on it. For example,  

phishing sites might try to quickly capture login credentials or personal information through 

suspicious forms or redirects. Detecting these behaviours helps block phishing attempts. When the 

literature was examined, the authors published many papers on the website behaviour.  

 

Ravindra et al. [28] focus on behavioral analysis through URL features, examining suspicious 

patterns such as the misuse of  HTTPS to mimic legitimacy, subdomains, and special characters .  

By employing the Random Forest algorithm, their system achieves 86% accuracy in classifying  

phishing websites, leveraging critical features like URL length and the presence of  phishing -related  

terms. Their f indings emphasize the signif icance of  analyzing user-facing interactions, such as rapid  

redirects and deceptive page structures, to bolster detection methods.  

 

Çolhak et al. [29] introduce an advanced model that integrates NLP with a MLP to analyze HTML 

content and webpage behavior. The study identif ies key phishing traits, including hidden forms, 
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excessive external resources, and obfuscated JavaScript, all hallmark behaviors of  malicious 

websites. Their hybrid MultiText-LP model achieves an impressive 97.18% accuracy, demonstrating  

how combining textual and structural analyses can signif icantly imp rove phishing detection 

capabilities. 

Opara et al. [30] present the WebPhish model, which employs deep learning techniques to process 

raw URLs and HTML content in an end-to-end manner. This approach captures intricate behavioral 

patterns, such as suspicious embeddings and page layouts. Achieving a remarkable 98.1% 

accuracy, WebPhish removes the need for manual feature engineering, showcasing the scalability  

and ef fectiveness of  integrating website behaviors into detection systems.  

In addition to these groundbreaking studies, survey papers have explored phishing detection in 

detail, focusing on behavioral features like HTML redirects, hidden forms, and deceptive links  

[31,32,33,34,35]. These surveys delve into the utilization of  ML and DL models, highlighting their 

ability to analyze and mitigate evolving phishing tactics ef fectively.  

2.3.3.  User Interaction  

Phishing attacks of ten rely on manipulating user behavior, like clicking links or downloading  

attachments. Analyzing how users respond to certain email formats or actions (e.g., unusually  

urgent requests) can help detect phishing attempts.  

When the literature has been reviewed, it is seen that there are several papers about user 

interaction. Through on-site and online experimental designs, Li et al.  [36] examine user interact ion 

during phishing email detection. ML approaches are used to assess user interaction and enhance 

phishing defences. Key behavioral variables, including sorting accuracy, mouse movement, and  

response times, were gathered for study while participants were asked to distinguish between 

phishing and authentic emails. An important factor in determining a person's vulnerabil ity to phishing  

is user interaction. On the other hand, there are some surveys in this topic. Salloum et al.  [9,11]  

emphasizes the crucial role that user interaction plays in phishing with an emphasis on how 

attackers take use of  psychological characteristics, cognitive biases, and emotional triggers like 

urgency, personality factors, cognitive styles, and security awareness all af fect user vulnerabili ty ;  

short-term resilience is enhanced by training interventions such as simulated exercises. However,  

long-term awareness is still dif f icult to achieve and calls for ongoing, f lexible instruction. To create 

ef f icient, user-centric phishing defences, the study places a strong emphasis on combining  

behavioral insights with machine learning and encouraging interdisciplinary collaboration.   

 

Aldakheel et al. [37] use more conventional techniques like Random Forest and RNNs, this paper 

presents a CNN-based phishing detection system that focuses on URL analysis and achieves 

98.77% accuracy on the PhishTank dataset. The model analyzes URL features including length and  

domain properties using seven optimal layers. It considers insights f rom user interactions, which 

show that people f requently rely on lightweight indicators like logos or well -known words, leaving  

them open to smart phishing techniques. The system improves detection capabilities by identifying  

behavioral patterns in user responses to phishing content. By combining technical solutions with 

user behavior analysis, a strong, practical phishing detection solution is provided, addressing both 

technical and human vulnerabilities.  
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These studies display the importance and usage of  human interaction with the help of  ML and DL 

techniques. 

 

Other important practice that companies can use to prevent phishing attacks is to educate and train 

employees. This training typically includes recognizing common phishing tactics, such as urgent  

requests, suspicious links, unusual sender addresses, and unexpected attachments. Companies 

of ten simulate phishing attacks by sending realistic mock emails to test employee responses in a 

controlled environment. These simulations help identify users who require additional training and  

reinforce good security habits among the broader team [38,39]. 

 

Several other factors can inf luence the user's decision-making when faced with phishing attacks  

[40]. For example, individuals under time pressure or facing high-stress situations may be more 

likely to overlook warning signs of  phishing, such as minor inconsistencies in email addresses or 

unexpected requests for personal information [41]. Understanding these behavioural patterns can 

allow organizations to tailor their training and policies to account for real -world pressures that users  

face, enhancing overall security [42]. 

2.4. Content Analysis 

Content Analysis involves examining the content within an email to identify phishing attempts. It  

mainly consists of  inspecting textual and visual elements in the email body to detect patterns,  

keywords, or images commonly associated with phishing. This ap proach can help identify phishing  

emails that lack obvious malicious URLs or malicious attachments . 

2.4.1.  Textual analysis techniques 

Textual Analysis Techniques involve examining the text content of  emails for signs of  phishing. It  

can include analysing the language style, tone, spelling, and grammar, as well as specif ic keywords 

of ten used in phishing attempts, such as "urgent," "password," or "click" [43,44]. More traditional 

textual analysis techniques use rule-based methods and heuristics to make these detections.  

Creating and f ine-tuning these methods can of ten be very complex and time-consuming [45]. These 

rules and heuristics normally depend on known patterns, which generally makes these methods 

unable to detect zero-hour phishing attacks [46]. More recent textual analysis tools, including ML 

and NLP, were used to assess linguistic features, such as threatening or manipulative language or 

unusual language patterns, and detect discrepancies that suggest the email is not f rom a trusted  

source [47]. 

 

For example, in the study of  Bhowmick and Hazarika (2016) [48], ‘bag-of -words’ method is used for 

selecting content features. The bag-of -words method is used to represent textual data by focusing 

on word f requency while ignoring grammar and word order. Each word is treated as a distinct  

feature, and the f requency of  these words is counted. 

 

In another study carried out by Sheneamer (2021) [49], (as mentioned earlier) deep learning and  

traditional ML algorithms, combined with NLP techniques, are explained and compared for phishing  

detection. According to this study, deep learning methods provided better results than traditional 

ML methods. Deep Learning methods use converting words into vectors via wo rd embeddings, and  

this method captures semantic relationships between words but machine learning methods like 
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‘bag-of -words’ can’t. This dif ference allows for deep learning methods to reach deeper contextual 

information and higher performance.  

In this study, it is also stated that semantic processing is essential for phishing detection since it is 

required to understand the intention of  the email sender. For example, personal information 

obtained f rom social media can be taken advantage in a phishing email. Such an activity may not 

include attachment or link. So, it becomes more dif f icult to detect phishing.  However, semant ic  

analysis is still not enough all the time.  

Altwaijry et al. [50] explores the application of  deep learning techniques to detect phishing emails .  

Specif ically, it examines various architectures of  one-dimensional convolutional neural networks 

(1D-CNNs) augmented with recurrent layers such as Long Short-Term Memory (LSTM),  

Bidirectional LSTM (Bi-LSTM), Gated Recurrent Units (GRU), and Bidirectional GRU (Bi-GRU).  

These models were trained and tested using Nazario Phishing Corpus and SpamAssassin. The 1D -

CNNPD augmented with Bi-GRU achieved the best results, reaching a 99.66% F1 score. Even 

though the semantic-based approach is ef fective, it is also stated that non-semantic features like 

presence of  attachments, number of  URLs in the email, proportion of  symbols in email body etc.  

should also be considered to reach better and more promis ing results. 

Text-based phishing detection algorithms are designed only to analyse dif ferent components of  an 

email. However, they are not ef fective for emails that contain images rather than texts. In order to 

take advantage f rom this, usage of  images that contains phishing content is rapidly spreading .  

Nahmias et al. [51] proposes using an ensemble of  LLMs, prompted with human-craf ted questions,  

to detect spear-phishing attacks. The LLMs provide probability-based answers combined into  

document representation vectors for each email. This study uses three dif ferent datasets, Enron 

Corpus and SpamAssassin for training and Realistic Gen SPH, presented and made available in 

this paper for testing. Despite the limitations pointed out by the authors, the presented approach 

showed improvements over more traditional ML-based approaches, reaching a 91% F1 score. 

2.4.2.  Image Analysis 

Phishing emails of ten use brand logos, layout styles, or other visual cues to deceive recipients .  

Image recognition techniques focus on identifying malicious images or logos that mimic legitimate  

brands, such as altered, low-quality, or replicated ones [52,53]. This technique can detect these 

images even if  they are embedded or obfuscated within the email [54,55,56].  

Some phishing attacks can use QR codes to deliver malicious payloads, initiate phishing attacks,  

or redirect users to f raudulent websites. This is used to bypass other phishing detection techniques 

or even some approaches to this one. Despite this, image recognition can also include malicious 

QR code detection to avoid these scams. Ford et al. [57] used Convolutional Neural Networks 

(CNNs) to tackle this issue and detect these malicious QR codes. The CNNs were initially trained  

using carefully craf ted datasets containing several kinds of  QR codes and non-QR code images.  

The authors also made ef forts towards continuous improvements to the model.  

Other phishing attacks create an image f rom the text message or email to bypass any textual 

analysis and avoid detection. Some approaches to image recognition tackle this problem by 

extracting dominant text f rom images into textual-based features [58,59].  

According to Kumar et al. (2018) [60], Optical Character Recognition (OCR) methods extract the 

text f rom the image and then passes to a trained phishing classif ier. However, phishers have applied  

various image processing techniques such as changing foreground, background, text font size and  
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colour, which made the OCR based methods obsolete. Then the focus on phishing detection f rom 

image content shif ted to deep learning algorithms.  

Zhang et al. [61] also proposes a phishing detection f ramework that uses OCR to extract textual 

content f rom images on phishing web pages. This extracted text is used alongside URL-based, web -

based, and rule-based features in a two-stage Extreme Learning Machine (ELM) model. This  

method detects phishing attempts, even hiding information in images, as validated by experimental 

results. 

In the study carried out by Abuhammed and Abuzaid in 2022 [62], ML and DL techniques are 

compared for fake image detection. As result of  that study, it is found that CNN structure is best at  

classifying phishing content in images. In other words, it is possible to detect a phishing email that  

contains mostly images without using any NLP technique. CNN is a type of deep learning model 

that is particularly effective in analyzing visual data, such as images. In the context of phishing 

email detection, where images are predominantly used instead of text, CNNs are useful 

because they can automatically extract and learn features from the images, such as patterns, 

shapes, and textures, to determine whether an image contains phishing content.  

2.5. Machine Learning and Artificial Intelligence Applications 

As has already been said in the previous sections, the use of  ML and AI for phishing detection is 

currently a hot topic. ML has several advantages used for phishing detection, but it also has its 

limitations. Supervised ML models need datasets to be trained, and their accuracy and reliabili ty  

depend on the data they contain. 

Datasets are sets of  data relevant to a specif ic topic. The data can be artif icially generated, derived  

f rom existing datasets, or collected f rom dif ferent sources. Datasets are labelled if  they contain a 

classifying feature or are not labelled. In supervised learning, labels identify each sample for model 

training and evaluation. 

The following table contains some of  the existing open-source datasets used in ML phishing  

detection along with their content, label information, sample size and description. 

 

Dataset Content Label Sample 

size 

Description 

Enron Corpus [63] Email No 517401 

A collection of emails generated by 

Enron Corporation’s employees. It was 

obtained by the FDRC during its 

investigation of Enron's collapse. 

Realistic Gen SPH 

[64] 

Email spear 

phishing 
- 7156 

Generated by a company using a 

proprietary system, containing very 

realistic spear phishing emails 
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Dataset Content Label Sample 

size 

Description 

Nazario Phishing 

Corpus [65] 
Email phishing Yes 7,315 

A publicly available phishing email set 

originally compiled by Jose Nazario 

SpamAssassin [66] Email spam Yes 5809 
Phishing/Ham emails taken from the 

SpamAssasin dataset 

Nigerian-5 [67] Email phishing Yes 6331 

This dataset is a collection of more than 

2,500 "Nigerian" Fraud Letters, dating 

from 1998 to 2007 

TREC-05 Email phishing Yes 56334 The TREC Public Corpus is a collection 

of email messages collected between 

08/04/2005 and 06/07/2007. The TREC 

datasets are the largest publicly available 

datasets [68] 

TREC-06 Email phishing Yes 16451 

TREC-07 Email phishing Yes 53757 

CEAS-08 Email phishing Yes 39154 
CEAS 2008 was a Live Spam Challenge 

Corpus in 2008 [69] 

Ling [70] Email Spam Yes 2893 
The dataset was made publicly available 

as a part of the paper [70] 

URL4S [71] URL Yes 808042 

Compilation of the body text of various 

email, generated by Enron Corporation 

employees 

Email4S [71] 
Email 

phishing 
Yes 18650 

A collection of data samples from various 

sources, including the JPCERT website, 

existing Kaggle datasets, GitHub 

repositories and other open-source 

databases 

Phishing Detection 

Dataset [72] 
URL Yes 247951 

The dataset contains 41 different 

features extracted from phishing and 

legitimate URLs using a technique called 

OFVA 
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Dataset Content Label Sample 

size 

Description 

HELPHED Dataset Email phishing Yes 35511 

The dataset was created purposefully to 

tackle issues found on the available 

phishing datasets during the 

development of the paper [73] 

UCI Phishing Repo 

[74] 
URL Yes 235795 

The dataset was generated by extracting 

different features, related to legitimate 

and phishing websites, from Phishtank 

Phishing Websites 

Dataset 
URL Yes 80000 - 

 

 

With the proper dataset, ML can be used for several dif ferent approaches to phishing detection.  

Some of  these approaches are described below. 

 

2.5.1.  User and System Behavior Analytics 

This refers to analyzing both user and system actions to identify patterns, detect anomalies, and  

predict future behavior. By looking at the interactions between users and the system, this type of  

analytics helps in identifying potential security threats, system performance issues, or unusual  

behavior that may signal f raud, breaches, or other risks.  

 

Together, these techniques and methods enhance security by identifying both known and unknown 

threats through behavior monitoring and pattern recognition.  The focus is on how users interact with 

applications, data, and networks over time. 

 

Therefore, this is very related with the behavioural analysis mentioned previously mentioned. ML 

algorithms are trained to learn about the user's normal behaviour and to distinguish it f rom its 

behaviour when presented with a phishing email. The trained algorithm can then be used to enhance 

phishing awareness training or detect users who may require more training. This data can also be 

useful for assessing the impact of  the training on the user's behaviours  [75]. 

 

 

 

2.5.2.  Anomaly Detection and Pattern Recognition 

Anomaly detection is the process of  identifying deviations f rom established patterns of  normal 

behavior. Pattern recognition involves recognizing regularities or trends in data. Due to its nature,  

ML is highly ef fective for anomaly detection and pattern recognition. By training models on large 

datasets of  both legitimate and phishing emails, ML algorithms can learn to recognize common 
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characteristics and behaviours associated with phishing, such as certain phrases, sender 

addresses, or email structures [76].  

It can also be trained on normal email traf f ic and learn to detect anomalies, such as a sudden 

increase in emails f rom unfamiliar domains or irregular patterns in how users interact with emails .  

Additionally, as the system continues learning f rom new data,  it becomes more adept at recognizing  

emerging phishing tactics, making it a dynamic and adaptive tool for combating phishing attacks  

[77,78]. 

Andriu et al. [79] developed an adaptive phishing detection system using machine learning and  

natural language processing to address the limitations of  traditional methods against sophisticated,  

AI-driven phishing attacks. The system incorporates advanced techniques for real-time email 

security and proposes solutions like reinforcement and federated learning to tackle challenges such 

as scalability and privacy compliance. Experimental results showed superior performance,  

highlighting the system's potential to enhance cybersecurity in the face of  evolving threats. 

Bountakas et al. [80] propose a novel phishing email detection methodology called HELPHED, 

which combines Ensemble Learning methods with hybrid features to improve detection accuracy.  

The approach integrates both content-based and text-based features, of fering a more 

comprehensive representation of  emails. Two Ensemble Learning techniques were compared on 

HELPHED, Stacking and Sof t Voting. Experimental results demonstrate that HELPHED using Soft 

Voting signif icantly outperforms existing methods, achieving an F1-score of  99.42%. 

2.5.3.  Heuristic and Behavioural Analysis 

Heuristic analysis involves using rules or algorithms to evaluate and detect potentially malicious 

behavior based on known patterns or behaviors, even if  the specif ic threat is not identif ied by 

traditional methods. Behavioral analysis looks at how systems  or programs behave over time to 

detect suspicious actions, focusing on how sof tware or users interact with a system to identify  

potential threats. 

One of  the main drawbacks of  rule-based methods is that creating and f ine-tuning the rules and  

heuristics is very complex and time-consuming. ML can solve this problem as it is great at pattern 

recognition and can generate a set of  rules and heuristics f ro m a dataset [81,82,83]. 

2.5.4.  Endpoint Behavior Monitoring 

This refers to tracking and analyzing the behavior of  individual devices (endpoints) like computers ,  

mobile devices, or servers. By monitoring how these devices interact with the network and other 

systems, organizations can detect signs of  compromise or irregular activity, such as unauthorized  

access or malware infection. 

 

3. Advanced Email Security Measures  

3.1. Email Security Protocols, Techniques and Frameworks 

DMARC (Domain-based Message Authentication, Reporting & Conformance) is an email 

authentication protocol designed to help prevent email spoof ing and phishing attacks that are built  
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upon two existing protocols, SPF (Sender Policy Framework) and DKIM (DomainKeys Identif ied  

Mail), by providing an additional layer of  security  [84]. 

 

While SPF allows domain owners to specify which mail servers are permitted to send an email on 

behalf  of  their domain, DKIM allows the sender to sign their emails with a digital signature, which 

can then be verif ied by the recipient to conf irm the authenticity of  the email and its content. Both 

email authentication methods ensure that email messages are sent by authorized servers and have 

not been tampered with during transit. SPF does this by checking the domain’s SPF record when 

an email is received to f ind out if  the sending mail server's IP address is authorized  [85]. If  this IP 

address is listed in the SPF record, the email passes the SPF check; however, if  the IP is not listed,  

the email is f lagged as suspicious, potentially being marked as spam or rejected. DKIM also f lags 

emails that have been potentially tampered with, but it does this based on whether the signature of  

the email matches the private key incorporated by the sender's email server [86]. 

 

Despite both SPF and DKIM protocols independently verify dif ferent aspects of  an email' s  

legitimacy, when used together they provide a stronger defense against email f raud. On one hand ,  

SPF validates that the sending server is authorized to send email on b ehalf  of  the domain, on the 

other hand, DKIM ensures that the email's content has not been modif ied in transit and verif ies the 

identity of  the sender. Together, they help improve email security, making it dif f icult for attackers to 

impersonate a legitimate domain or alter an email's content. 

 

Adding on to these protocols, by enabling domain owners to publish a policy in their Domain Name 

System (DNS) records, specifying how email servers should handle messages, DMARC can instruc t  

the server to either accept, quarantine, or reject emails that do  not pass the checks [87]. Moreover,  

DMARC helps monitor the ef fectiveness of  email security measures by allowing domain owners to 

receive reports f rom receiving mail servers about email authentication results.  

 

Furthermore, DNSSEC (Domain Name System Security Extensions), a set of  extensions to the 

DNS, can help enhance security and prevent certain types of  attacks, such as DNS spoof ing (also  

known as cache poisoning) and man-in-the-middle attacks [88]. This set of  extensions works by 

ensuring the authenticity and integrity of  the data returned by DNS servers, which are responsible 

for translating human-readable domain names into IP addresses [89]. Using digital signatures and  

cryptographic techniques to verify that the DNS responses a user receives are authentic and have 

not been tampered with during transmission, DNSSEC addresses multiple security issues. The main 

process revolves around cryptographic keys. Thereby, when a domain owner adds these extensions 

to their domain, they sign the DNS records (such as A, MX, TXT records) with a cryptographic key 

that is then stored in the DNS records themselves. Each domain has a private and public key pair ;  

one is used to sign the records, and the other is published in the DNS for verif ication purposes,  

respectively. When a resolver (the server that answers DNS queries for end users) receives a DNS 

response, it checks for a signature and if  the response is signed and the signature matches the 

public key f rom the DNS, the data is considered valid. However, if  not, the query is considered  

compromised, and the response is discarded or f lagged as invalid. Following this process, DNSSEC 

helps prevent attackers f rom intercepting and altering DNS queries to redirect users to f raudulent  

websites and can help secure online banking, email, and other services that rely on DNS for routing ,  

increasing overall internet security by ensuring that users are directed to legitimate websites. In any 

case, there are some worth-mentioning limitations. For instance, DNSSEC adoption requires  

changes to DNS inf rastructure, and not all domains and resolvers support it; moreover, while 
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DNSSEC protects the integrity of  DNS data, it does not encrypt DNS queries themselves, so it does 

not protect against eavesdropping. 

 

As a complement to the abovementioned security protocols, DNS “sinkholing”, a common 

cybersecurity technique used to redirect malicious or unwanted DNS requests to a controlled server 

(a "sinkhole") - instead of  their intended malicious destination – can help mitigate threats like 

malware, botnets, and phishing. 

 

The other two security protocols f requently used, particularly in Windows-based environments, are 

SMB (Server Message Block) and RDP (Remote Desktop Protocol). Despite both having legitimate 

uses, they are also of ten targeted in cyberattacks. 

 

SMB is mainly used for sharing access to f iles, printers, and other network resources in a local area 

network (LAN) or over the internet, facilitating communication between computers, by allowing users  

to access f iles on remote servers or devices as if  they were local f iles  [90]. Additionally, by allowing  

user authentication to control access to resources, it ensures that only authorized users can 

read/write f iles or use printers. Although being most generally used in Windows environments, SMB 

protocol is also supported by other operating systems such as Linux and macOS. 

 

Likewise, RDP allows users to connect to another computer remotely and interact with its graphical 

user interface (GUI) providing full access to a remote system, enabling users to control it as if  they 

were physically present [91]. Unlike text-based remote access protocols (e.g., SSH), RDP transmits  

the graphical interface of  the remote computer, including the desktop, windows, and applications,  

and uses encryption to secure communication between the client and server, protecting data in 

transit. It is particularly adequate for IT administrators to troubleshoot and manage remote systems,  

and useful for administrators to manage remote servers and conf igure them.  

 

Regarding open-source f ramework solutions, Rekall and Volatility are both memory forensics  

f rameworks that are used to analyze the contents of  computer memory (RAM) to investigate cyber 

incidents, perform digital forensics, and uncover malicious activity. Rekall is an open-source digital 

forensics and incident response (DFIR) f ramework primarily used for memory forensics  [92].  

Volatility is a popular open-source f ramework for memory forensics and digital investigations mostly 

used to analyze a system's volatile memory (RAM) to uncover artifacts related to malicious activity,  

system misconf igurations, or forensic evidence in cybersecurity investigations [93]. 

 

While both have dif ferent features and implementations, they also share several common aspects.  

For instance, both are designed to analyze raw memory dumps, proving crucial for forensic  

investigations to recover data about running processes, network connec tions, open f iles, loaded  

drivers, and more at the time the memory was captured, and both are commonly used in malware 

analysis, especially for identifying rootkits, process injection, or memory -resident malware.  

However, built with Python 2.x and 3.x compatibility in mind, Rekall is designed to be a more 

modern, f lexible, and faster alternative to Volatility, supporting multiple memory acquisition formats.  

 

Equally worth mentioning among email security measures is YARA (Yet Another Ridiculous 

Acronym), a tool used to identify and classify malware by def ining rules based on patterns, strings,  

or characteristics in f iles [94]. Commonly used in malware analysis and threat hunting, YARA 

contributes to defending against phishing in multiple ways [95]. Firstly, as phishing campaigns of ten 
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include malicious attachments (e.g., malware-infected documents, scripts, or executables) 

designed to compromise a user's device, by creating rules to identify specif ic patterns in f ile 

headers, strings, or known malware indicators, YARA can analyze email attachments and f lag 

potentially harmful content. Secondly, not only can YARA be used to scan email attachments and  

links for signatures of  known malware strains by matching them against pre-def ined or community -

shared rules, but it may also be employed to  scan email attachments and links; if  such links and  

attachments are proven connected to malware, security systems may block those emails.  

 

Phishing campaigns of ten use pre-built phishing kits to create fake login pages or email templates 

and of ten exhibit repeatable patterns or behaviors (e.g., specif ic phishing email formats, document 

metadata, or encoding techniques). YARA can analyze phishing kit f iles (HTML pages, images, or 

scripts) for patterns commonly found and can target these patterns, allowing organizations to detect  

phishing campaigns linked to specif ic threat actors.  Finally, when used alongside email 

authentication protocols like DMARC, DKIM, and SPF, YARA can provide an additional layer of  

inspection by examining email content and attachments for malicious payloads, complementing an 

already validated sender's legitimacy. 

3.2. State of the Art Technology for Email Security 

ML and AI have been extensively applied in email security and network attacks prevention,  

detection, and remediation, particularly in combating phishing and improving Security Information 

and Event Management (SIEM) systems.  

3.2.1.  Email Security Technology State of the Art 

Microsof t Defender for Of f ice 365 [96] uses ML and AI to scan incoming emails for phishing attempts  

by evaluating email content, URLs, and sender behavior. This security solution is designed to 

protect email, and collaboration tools and provides multiple layers of  protection. Its key 

functionalities include threat protection, which allows to detect and mitigate email -based threats ,  

including phishing, impersonation, and malicious attachments or links; Automated Investigation and  

Response (AIR), reducing manual intervention; real-time detection employing AI and ML to detect  

emerging threats in real-time; post-breach investigation and remediation tools; Threat Intelligence 

of fering insights into the latest attack methods and tactics to help  organizations stay proactive; and  

overall collaboration security, extending protection to Microsof t Teams, SharePoint, and OneDrive 

for Business. 

 

As part of  the services provided by the Microsof t Defender solution, Microsof t Exchange Online 

Protection (EOP) [97] is a cloud-based email f iltering service that is designed to protect email users  

f rom spam, phishing, malware, and other malicious content. EOP is an integral part of  Microsof t 

Exchange Online and works to safeguard organization’s email system by applying  security f ilters  

and policies to inbound and outbound email traf f ic. EOP protection is on by default thanks to policies  

for anti-malware protection, anti-spam protection, and anti-phishing (spoof) protection that canno t  

be disabled. Nevertheless, these policies can be overridden by preset security policies or custom 

policies created. 

 

Similarly, Google’s AI-enhanced spam and phishing f ilters for Gmail [98] block phishing emails by 

analyzing content, sender behavior, and link safety in real-time. This solution provides robust  

protection for Gmail users against a wide range of  online threats, including spam, phishing attempts,  
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and malware, by using f ilters developed with advanced ML and AI to detect subtle patterns in emails ,  

including deceptive tactics. Alongside spam and phishing detection, this solution uses AI to identify  

and block emails containing malicious attachments, reducing the risk of  malware infections, f lags 

dangerous links in emails so that users are warned before visiting suspicious websites, and encrypts  

emails both at rest and in transit, ensuring a high level of  privacy and security. Additionally, it 

provides proactive alerts if  attachments or links might compromise security and, as the system 

learns and updates its capabilities based on new threats, it also provides continuous improvement 

in security. 

3.2.2.  Intrusion Detection Systems (IDS), Intrusion Prevention Systems (IPS)  

Regarding IDS and IPS, ML models learn normal network behavior patterns (e.g., typical traf f ic, 

protocols, and device interactions) and f lag any deviations as potential intrusions, and AI models  

detect patterns of  malicious activity such as port scanning, brute-force login attempts, or data 

exf iltration, allowing for the deployment of  immediate preventive measures (e.g., f irewall rule 

updates or network isolation). 

 

Solutions such as those provided by Darktrace [99] use AI to create a real-time understanding of  

network activity, detecting unusual behavior that may indicate an ongoing attack, helping  

organizations transition f rom reactive security to proactive resilience. By leveraging self -learning AI 

to continuously monitor and analyze data within a business’s unique digital environment, it can 

tackle phishing, account takeovers, and insider threats across email and collaboration tools like 

Microsof t Teams. Its AI-driven features are designed to improve early-stage phishing detection,  

identify signs of  account compromise across a wide range of  communication platforms, and enhance 

the ef f iciency of  security operations centers (SOC). Similarly, Cisco’s AI-driven solutions [100]  

employ ML models in both IDS/IPS and f irewall products to identify and block sophisticated attacks 

like ransomware or botnet activity. 

3.2.3.  Security Information and Event Management (SIEM) Systems  

Security Information and Event Management (SIEM) systems have been transformed by AI and ML 

f rom reactive, log-based systems to proactive, threat-hunting platforms. For instance, AI and ML 

algorithms help automate the detection of  sophisticated threats that would otherwise require manual 

investigation by automatically analyzing threat data in real-time and generating alerts when an 

attack pattern or anomaly is identif ied. 

 

Examples of  such technology include the solution provided by Elastic SIEM [101], that uses AI to 

detect outliers, unusual system access, and malicious patterns in real -time, enabling organizations 

to detect, investigate, and respond to security threats ef f iciently. Like, Splunk [102] integrates AI 

and ML to collect, index, and visualize data in real time, to automate the detection of  suspicious 

network behavior and perform event correlation, using predictive analytics to foresee potential 

security incidents based on current data trends. 

 

Adding on to these solutions, User and Entity Behavior Analytics (UEBA) is of  major importance.  

Exabeam [103], a UEBA-integrated SIEM solution, uses AI to track abnormal user behaviors, such 

as unusual login times or unauthorized access to sensitive data, providing early warnings of  insider 

threats or compromised accounts. Including advanced capabilities for log management, threat  

detection, and incident response, leveraging AI to enhance security operations, this solution's  
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behavioral analytics capabilities allow it to create baseline behavior models for users and devices,  

enabling more accurate detection of  anomalies, including advanced threats like lateral movement.  

Yet, as one of  the biggest challenges in SIEM is the volume of  false positives, which overwhelms 

security teams, solutions like Securonix [104, 105], leveraging advanced ML and behavioral 

analytics, help drastically reduce false positives by correlating events across endpoints, users, and  

network activity. Additionally, by using AI to evaluate the context of  an alert (e.g., location, time,  

behavior history) it is possible to determine whether it is likely to be malicious or benign. This  

platform also provides automation through Security Orchestration, Automation, and Response 

(SOAR), enabling faster incident management and reducing dwell time for threats. 

 

As mentioned, a key feature in SIEM systems is Predictive Analytics Models that can forecast  

potential security incidents by analyzing historical patterns and trends. LogRhythm’s AI Engine  

[106], designed to enhance threat detection, analysis, and response capabilities using advanced  

ML and automation, can predict security events by continuously learning f rom the organization’s  

data and threat landscape. The AI Engine provided by this solution id entif ies security threats by 

correlating data f rom various sources in real-time, enabling the identif ication of  anomalies and  

potential attacks across an organization's environment. Additionally, as it monitors and analyzes 

user and system behaviors, it can detect deviations f rom typical patterns, helping uncover insider 

threats, compromised accounts, or Advanced Persistent Threat (APTs). 

3.2.4.  Preventive Solutions 

In addition to the abovementioned solutions, real-time insights, predictive analytics, and contextual 

threat intelligence are of  major importance to organizations, helping them proactively detect and  

defend against phishing campaigns. By monitoring malicious activity, analyzing attacker behavior,  

and delivering insights in real-time, solutions like Recorded Future and IBM X-Force empower 

security teams to prevent, detect, and respond to phishing campaigns ef fectively.  

 

Alongside these solutions, it is also paramount to invest in employee training. For example,  

KnowBe4 [107] and Cofense PhishMe [108] both focus on enhancing email security by addressing  

the human element of  cybersecurity - training employees to recognize and handle phishing threats  

ef fectively. KnowBe4 provides a large library of  customizable phishing templates that mimic real -

world attacks, enabling organizations to train employees on recognizing phishing attempts.  

Additionally, the platform of fers engaging, updated content like videos and interactive modules to 

educate users on cybersecurity best practices. Cofense PhishMe delivers realistic phishing  

simulations using insights f rom real-world threats that bypass secure email gateways helping  

employees practice identifying and responding to such threats. By integrating a global threat  

intelligence into its simulations, this solution helps ensure users are trained against the lates t  

phishing tactics. 

4. Ransomware Detection and Behaviour Analysis 

Ransomware is the most widespread and visible type of  malware that can lock systems, devices,  

or f iles, encrypt f iles on the endpoint, delete f iles, and close system access until a ransom is paid. 

Ransomware is evolving daily, and new variants, such as double extortion and triple extortion, are 

emerging. While double extortion ransomware encrypts and steals data, threatening to leak the 

stolen data if  the ransom is not paid, triple extortion adds another layer, such as demanding ransom 

from the victim's customers or partners or launching DDoS attack  [109]. 
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The turning point of  ransomware attacks was the WannaCry ransomware crypto worm in May 2017,  

a worldwide cyber-attack. The ransomware targeted computers running the Microsof t Windows 

operating system, encrypting data and demanding ransom payments in Bitcoin cryptocurrency. It  

af fected many large organizations in 150 countries and is estimated to have infected around 200K 

computers [110]. 

 

According to Statista's report [111], the proportion of  organizations af fected by ransomware attacks 

worldwide has been increasing every year, f rom 55.1% in 2018 to 72.7% in 2023. Since 2018, more 

than half  of  survey respondents have reported that their organization fell victim to ransomware each 

year. The most targeted sectors are the health sector, critical manufacturing sector, public facilities  

sector, and manufacturing sector. 

 

According to IBM Security's “The Cost of  a Data Breach Report 2024” [112] , the average cost per 

incident is $4.88 million. This cost has increased by 10% compared to the previous year.  

 

The ransomware landscape has evolved signif icantly over the last 2 years and as ransomware 

groups adapt their tactics, businesses face new challenges in protecting their networks and data.  

In addition, various artif icial intelligence-based ef forts are coming to the fore for the solution. For 

this reason, we focus on the studies conducted in the last 2 years.  

 

In this study, we discuss and present the latest trends in ransomware detection and behavioral 

analysis of  14 ransomware families. The main contributions of  this research are summarized in 

three stages.  

• We present a behavioral analysis of  14 ransomware families in three stages.  

• We analyze 8 publicly available and 9 non-published datasets, comparing the datasets and  

presenting the results. 

• We investigate ransomware detection studies f rom the last two years (2023-2024) and  

compare a total of  12 studies. 

4.1. Survey Papers 

In this section, we provide an overview of  notable contributions to the f ield of  ransomware security  

research. Specif ically, we will review surveys that analyse the characteristics and behaviours of  

ransomware, as well as those that of fer a comprehensive examination of  the existing literature on 

the subject. These surveys deliver valuable insights into various facets of  ransomware, including its 

evolution, taxonomy, analysis techniques, and defence strategies. 

  

Razaulla et al. [113] present a comprehensive survey on ransomware, covering its evolution,  

taxonomy, and current research trends f rom 2016 to 2023. They investigated 150 research papers  

which contain datasets, objectives, features, ML-DL algorithms, accuracy, approach, platform, and  

environment. Furthermore, they reveal that 72.8% of  studies focused on detection, with 70% utilizing  

ML techniques. The survey identif ies signif icant gaps in prediction methods and real -time protection 

and notes a lack of  focus on adversarial ML and  concept drif t, which are crucial for improving  

ransomware defence. 
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Ispahany et al. [114] investigate the increasing impact of  ransomware, highlighting the inadequate 

examination of  real-time and early detection techniques. They propose a taxonomy that aligns 

detection methods with the Cyber-Kill Chain and identify issues with dataset inconsis tencies ,  

advocating for standardized and synthetic datasets to improve comparability. Moreover, the study 

points out limitations such as inconsistent reporting, validation challenges with outdated datasets ,  

reliance on delayed detection methods, high computational costs of  DL models, and inf requent  

updates of  ML models. The authors recommend that future research focus on diverse evaluat ion 

metrics, synthetic datasets, real-time detection systems, advanced learning approaches like agent -

based and incremental learning, and adversarial learning techniques. 

  

Cen et al. [115] review early ransomware detection, focusing on identifying attacks at their initial 

stages for more ef fective prevention. Their survey of  key papers since 2018 addresses ransomware 

evolution, attack processes, and early detection datasets. Challenges include advanced encryption 

techniques that complicate detection and the limitations of  traditional and current ML methods.  

Consequently, the study emphasizes the need for standardized datasets, as inconsistent public  

samples are commonly used. It advocates fo r new detection techniques, especially for zero-day 

ransomware, and the development of  comprehensive, standardized datasets to improve detection 

models. 

  

Begovic et al. [116] focus on ransomware encryption activities during the pre-encryption and  

encryption phases. They identify key features for ransomware detection methods, such as 

application programming interface (API) calls, system calls, I/O operations, and f ile system 

activities. Meanwhile, API and system calls are used to detect real-time encryption but may produce 

false positives and require substantial resources. I/O operations identify unusual spikes in activity  

but may miss low-activity ransomware, while f ile system monitoring detects ransomware through 

f ile manipulation but may fail against unconventional methods.  

  

Rehman et al. [117] categorize ransomware detection techniques into signature-based, heuristic ,  

and ML-based approaches. They propose a hybrid detection model that combines these methods.  

Additionally, they present common ransomware tactics, such as social engineering, phish ing, and  

exploiting vulnerabilities, and suggest a multi-layered defence involving technological and  

behavioural solutions. They advocate for pre-encryption phase detection using ML algorithms to 

reduce false positives and negatives. 

4.2. Behavioral Analysis of Ransomware 

Ransomware is a specif ic type of  malware that aims to suspend the availability of  data. To achieve 

their main objective, ransomware employs the "Impact Tactic" (ID: TA0040) and the "Data Encrypted  

for Impact" (ID: T1486) technique of  the MITRE ATT&CK for enterprise [118]. Within the scope of  

this research, we analysed academic papers, threat reports f rom AV (anti -virus) vendors, and  

OSINT (Open-Source Intelligence) sources, including social media platforms and forums. 

Consequently, we summarize the behavioural analysis of  14 ransomware families in three stages 

and present our f indings in Table I. In our previous research, which focused on IoT malware, we 

discovered that due to the high level of  source code inheritance between the malware families, most 

IoT malware follows a specif ic attack pattern [119]. Moreover, our f indings for ransomware 

behavioural analysis are parallel with that research, and we found that most ransomware families  

follow a similar attack pattern. 
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4.2.1.  Infection Stage 

Ransomware families employ a diverse range of  infection methods. One of  the primary infection 

methods utilized by ransomware is phishing emails, which contain malicious attachments or links to 

malicious web servers. Locky, Ryuk, Shade/Troldesh, Jigsaw, CryptoLocker, Petya, GandCrab, and  

Lockbit are some of  the ransomware families that employ this infection method. Moreover,  

malvertising (malicious advertisements) directs users to websites that automatically download  

ransomware onto their systems. Bad Rabbit, GandCrab, and Winlock utilize this method for infecting  

the target. Furthermore, some ransomware families exploit vulnerabilities in target devices to deploy 

the ransomware. This technique is of ten used against specif ic targets, such as companies or 

organizations that utilize a particular service. WannaCry, GoldenEye, and NotPetya exploit the 

EternalBlue Vulnerability (CVE-2017-0144). In addition, Lockbit and DearCry are examples of  

ransomware families that employ this method. 

4.2.2.  Encryption Stage 

Most ransomware families have adopted similar encryption techniques and algorithms. The common 

approach employed by ransomware families is to encrypt f iles on the target computer using a 

symmetric cipher, and then encrypt the symmetric cipher's key using an asymmetric cipher. The 

AES algorithm is the most commonly used symmetric cipher among ransomware families. In our 

collection, except for Petya, NotPetya, GandCrab, and Winlock, all ransomware families utilize AES. 

Conversely, Petya, NotPetya, and GandCrab employ the Salsa20 algorithm. Winlock is a locker -

type ransomware, and its primary goal is to demand ransom by locking the target machine. For this  

reason, early versions of  Winlock do not have an encryption function; however, the latest versions 

of  the ransomware also encrypt f iles using the RC4 algorithm. 

 

TABLE I 

RANSOMWARE BEHAVIORAL ANALYSIS 

Ransomware Infection Encryption Other Activity 

Locky Phishing E-mail AES and RSA Directs victims to a TOR page for getting 

instructions for the ransom  

Ryuk Phishing E-mail AES and RSA   Avoids encrypting certain file types (.exe 

and .dll)  

Deletes all shadow files and backups 

Shade/Troldesh Phishing E-mail AES - 

Jigsaw Phishing E-mail AES Disable Windows Firewall AES Key 

Revealed 

CryptoLocker Phishing E-mail AES and RSA   - 

Petya Phishing E-mail Salsa20 and RSA Encrypts the MFT, Modifies MBR by XOR, 

Operation (Key: 0x37) 

GandCrab Phishing E-mail, 

Malvertising 

Salsa20, RSA 

and RC4 

Directs victims to a TOR page for getting 

instructions for the ransom. 

Deletes all shadow copies 
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Ransomware Infection Encryption Other Activity 

Lockbit Phishing E-mail, 

Exploit Vulnerability 

(CVE-2018-13379) 

AES and RSA Lateral movement through Group Policiy 

Objects and SMB 

Bad Rabbit Malvertising  AES and RSA Modifies MBR 

Winlock  Malvertising RC4 and XOR Locks user screen with an image 

Demands ransom via SMS  

messages 

WannaCry Exploit Vulnerability 

(CVE-2017-0144)  

AES and RSA Self propagation,  

Does not encrypt executable files (.exe and 

.dll) 

GoldenEye Exploit Vulnerability 

(CVE-2017-0144) 

AES, Salsa20 

and RSA 

Modifies MBR 

Encrypts the MFT 

NotPetya Exploit Vulnerability 

(CVE-2017-0144) 

Salsa20 and 

RSA 

Modifies MBR by XOR 

Operation (Key: 0x07) 

DearCry Exploit Vulnerability 

(CVE-2021-26855 

CVE-2021-26857 

CVE-2021-26858 

CVE-2021-27065) 

AES and RSA 

 

Creates a new file and deletes the original 

file after the encryption. 

  

Some early versions of  ransomware families embedded the symmetric cipher keys within their code. 

This situation allowed the key to be revealed through static analysis, and as a result, decryption 

tools for these ransomware families were developed. For instance, the AES encryption key of  

Jigsaw ransomware was revealed through reverse engineering. The encryption password is 

"OoIsAwwF23cICQoLDA0ODe==" and when converted to binary format, a 192-bit encryption key is 

detected. Consequently, modern ransomware families have adopted more complex encryption 

methods. Most ransomware families now use dif ferent keys for each f ile and encrypt those keys 

using the RSA asymmetric cipher algorithm. The public key of  the RSA is embedded within the 

ransomware code, but to decrypt the asymmetric cipher key, the private key of  the RSA is required .  

  

Attackers utilize various methods to prevent data recovery af ter encryption. Almost all ransomware 

families modify f ile extensions af ter the encryption process, whereas some simultaneously alter the 

entire f ile name. Furthermore, some ransomware families overwrite the original f ile with the 

encrypted version or save the encrypted version as a new f ile and subsequently overwrite the 

original f ile with random bits. 
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Figure 2: Encryption Methods used by Ransomware Families 

4.2.3.  Other Activities 

Ransomware families apply many techniques to maintain their presence or avoid detection before 

the encryption process. Most of  the ransomware families monitor the running processes on the 

system af ter gaining initial access. In this phase, if  they detect any other ransomware process, they 

delete their own f iles before taking any further action. Additionally, some malware families stop 

some processes before starting the encryption process in order to avoid detection.  

  

In some cases, ransomware families take more actions if  the ransom is not paid. For example,  

Jigsaw ransomware deletes a certain number of  f iles af ter every hour and deletes all f iles af ter 72 

hours. Similarly, some Doxware (Leakware) type of  ransomware threaten the victims by revealing  

their sensitive data. 

4.3. Publicly Available Ransomware Datasets 

ML applications are dominating most of  the research areas in Computer Science, and the 

Ransomware Detection domain is no exception. The key to developing an ef f icient Ransomware 

Detection ML model highly depends on the dataset used for model training. However, the lack of  a 

comprehensive and updated Ransomware dataset makes it almost impossible for researchers to 

develop an ef f icient Ransomware Detection tool. Most researchers create their own datasets for 
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their research. Publicly available ransomware datasets are quite limited. Some of  these are 

represented in Table II. 

 

The UGRansome dataset [120], developed in 2021, is a specialized resource for anomaly  

detection, particularly in identifying zero-day attacks. It includes 207,534 samples f rom 17 

ransomware families, categorized into Normal Behavior, Abnormal Behavior, and Cyclostationary  

Patterns. Furthermore, the dataset is structured with 14 attributes essential for training and testing  

network intrusion detection systems, featuring data such as TCP protocol, IP addresses, and SSH 

attack clusters. 

  

In addition, the DREBIN dataset [121] is a collection of  131,611 Android applications, including  

123,453 benign apps and 5,560 malware samples, designed for Android malware detection. It  

features aspects such as hardware usage, requested permissions, suspicious components,  

triggered intents, system access functions, API calls, and network communications. Adnan et al.  

[122] note that these malware samples exhibit ransomware -like characteristics. The dataset’s  

features are embedded in a joint vector space. 

  

Moreover, the EldeRan dataset [123] comprises 582 ransomware samples f rom 11 families and  

942 goodware samples, designed for dynamic ransomware analysis using the Cuckoo Sandbox 

tool. It includes features such as registry key modif ications, API call statistics, embedded strings,  

targeted f ile extensions, f ile and directory operations, and dropped f ile types. EldeRan utilizes the 

Mutual Information criterion to identify the most relevant features for distinguishing between 

ransomware and benign sof tware. 

  

The CCS-CIC-AndMal-2020 dataset [124,125], created by the Canadian Institute and the Canad ian 

Centre for Cybersecurity, includes 400K Android apps, split evenly between 200K benign and 200K 

malware samples. It features 6,202 ransomware samples across eight families. The dataset  

supports both static and dynamic analysis: static features include activities, permissions, and  

system access, while dynamic features cover memory usage, API interactions, network activity,  

battery usage, and process interactions. To ensure accuracy, each ransomware sample i s 

meticulously labeled based on a consensus f rom 70% of  antivirus engines on VirusTotal. 

  

Concurrently, the CICAndMal2017 dataset [126], which includes 10,854 samples (4,354 malware 

and 6,500 benign), focuses on Android malware analysis. Among these, 1,000 samples are 

ransomware, classif ied into 10 families. The dataset features malware and benign applications 

collected f rom Google Play (2015-2017) and installed on real devices to avoid emulator detection.  

Over 80 network traf f ic features were extracted using CICFlowMeter-V3, providing a detailed  

analysis of  ransomware behavior and network activity.  

  

The SoReL-20M dataset [127], developed by the Sophos AI group, comprises nearly 20 million 

f iles, including 1,152,354 ransomware and 18,572,643 non-ransomware samples. It features 

comprehensive metadata and pre-extracted features, with metadata stored in databases, and  

features provided in compressed numpy arrays. The dataset also includes around 10 million 

“disarmed” malware samples with reset optional headers and f ile f lags. Data collection occurred  

f rom 2017 to 2019, with suggested splits for training, validation, and testing.  
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Additionally, the Ransomware Detection Dataset [128,129] contains 62,485 ransomware samples 

and an equal number of  benign samples. It includes features f rom Portable Executable (PE) f iles 

such as Debug Size, Major Image Version, Export Size, and Bitcoin Addresses, with detection using  

YARA rules. Metadata and features are stored in SQLite3 and LMDB databases. Furthermore,  

around 10 million disarmed malware samples are provided for further analysis. The data were 

collected f rom January 1, 2017, to April 10, 2019. 

  

Lastly, the RanSAP Dataset [130] is designed to help develop ML models capable of  detecting  

ransomware based on behavioural analysis of  storage access patterns. It comprises storage access 

patterns f rom 7 prominent ransomware samples, 5 benignware samples, and 21 ransomware 

variants, all executed under dif ferent conditions, including varying operating systems and BitLocker -

enabled SSDs. Moreover, the dataset captures low-level input and output operations on storage 

devices using a type-I lightweight hypervisor named BitVisor. 

 

TABLE II 

COMPARISON OF PUBLICLY AVAILABLE RANSOMWARE DATASETS 

  

Dataset  Features  Ransom Families Sample Count 

UGRansome Numerical Features, 

Categorical Features 

17  56598 Ransom, 

91360 Benign, 

59576 Ambiguous 

Drebin  APIs, Binary Features 20 5560 Ransom, 

23453 Benign 

EldeRan(RISS) APIs, Registration key, File 

Info., Embedded string 

11 582 Ransom,  

942 Benign 

CCS-CIC-AndMal-2020 APIs, Permissions  8 6202 Ransom, 

200.000 Benign 

CICAndMal2017 Network Traffic  10 1000 Ransom, 

6500 Benign 

SOREL-20M APIs, PE Header, File 

Activities, DLL 

NA 1.152.354 Ransom, 

18.572.643 Benign 

Ransomware Detection 

Dataset 

PE header, Classification 

Features 

NA 18 categories, 

62.485 Ransom, 

62.485 Benign 

RanSap I/O Requests, Entropy, Hash 

Values, Variance of LBA, 

Behavioral Features 

7 21 Ransom,  

5 Benign 

 

As Table II shows, the size of  datasets, the diversity of  ransom families and the features used are 

variable and play an important role in ransomware and its detection. While large datasets generally  

provide more reliable results, small datasets may have limitations in generalization. For example,  

the RanSAP Dataset of fers a variety of  behavioural characteristics but has a very small sample 

size. On the other hand, the Ransomware Detection Dataset provides a balanced sample using PE 
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headers and classif ication features. The even distribution of  ransomware and harmless sof tware 

samples is advantageous for analysis and modelling. 

 

 

Figure 2: Publicly Available Ransomware Datasets & Ransom Percentage & Features 

4.4. Non-Published Ransomware Datasets 

The main downside of  this approach is the impossibility of  comparing the performance of  the 

proposed method with other techniques in the literature. The studies that developed their own 

dataset and the specif ications of  those datasets are shown in Table III. 

 

TABLE III 

COMPARISON OF NON-PUBLISHED DATASET 

Reference  Features  Ransom 

Families 

Sample 

Count 

Dataset 

Source 

Zhang et al. [131] IRPs, File IO Operations, 

System Calls 

90 1206 Ransom, 

4800 Benign 

VirusTotal, 

VirusShare, 

Malware-Bazaar 

Huertas et al. [132] Resource Utilization, Disk 

I/O, Network Traffic Kernel 

NA NA NA 
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Reference  Features  Ransom 

Families 

Sample 

Count 

Dataset 

Source 

Events, Syscalls 

Almoqbil et al. [133] Network Traffic, User activity, 

System logs, Power 

Consumption, Environmental 

Sensor Data 

NA 562 Ransom,  

536 Benign 

NA 

Moreira et al. [134] PE Header, DLL, Function 

calls, Section entropy 

25 1793 Ransom, 

1409 Benign 

NA 

Von Der Assenet et 

al. [135] 

APIs, PE Header, Opcode, 

System Calls, Registry 

Activities, Host Logs, DLL 

Activities, File Activities, 

Network Traffic 

7 NA NA 

Deng et al. [136] PE Header  12 35367 Ransom, 

27118 Benign 

 

NA 

Chaithanya et al. 

[137] 

TF-IDF, Tokenization 21 NA VirusTotal 

Warren et al. [138] API Calls 31 720 Ransom, 

2000 Benign 

VirusShare 

Ciaramella et al. 

[139] 

Opcodes 24 000 Ransom, 

5000 Benign 

VirusTotal 

4.5. Machine Learning and Artificial Intelligence Applications 

In this section, we conduct an analysis of  existing studies in the literature that have applied machine 

learning (ML) and deep learning (DL) algorithms to ransomware datasets.  

 

Zakaria et al. [140] present a study on the early detection of  ransomware by analyzing pre -

encryption API call features using ML. They propose the RENTAKA framework to detect  

ransomware, focusing on key behaviors during the pre-encryption stage. Notably, they achieved the 

best performance with Support Vector Machines (SVM). 

  

Alqahtani et al. [141] investigate early ransomware detection in Windows environments using the 

eMIFS (Enhanced Mutual Information Feature Selection) technique. This method enhances 

detection accuracy by optimizing feature selection. In their study, they tested samples dynamica lly  

analyzed with real-time data collection and feature extraction via TF-IDF (Term Frequency-Inv ers e 

Document Frequency). SVM achieved the highest accuracy of  93%. Furthermore, the research 

utilized the Cuckoo Sandbox for analyzing samples, demonstrating eMIFS's ef fectiveness in 

improving ransomware detection. 
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Vaisakhkrishnan et al. [142] explore securing the IoMT (Internet of  Medical Things) using DL 

techniques for attack detection. The study introduces an intrusion detection system that monitors  

network traf f ic within IoT environments. It utilizes models with the Long Short -Term Memory (LSTM) 

model, achieving 97% accuracy. 

  

Rahman et al. [143] address the limitations of  traditional signature-based antivirus solutions by 

proposing a detection model that combines behavior-based and signature-based features. This  

approach utilizes dynamic analysis within Windows environments. The model integrates various ML 

algorithms, with the Decision Tree (DT) showing the highest performance at 99.5% accuracy.  

  

Radhakrishna et al. [144] introduce an approach for ransomware detection in IoT using ML. They 

develop a f ramework to detect ransomware at the network edge, utilizing 84 network -f low traf f ic 

features. Their method incorporates chi-square feature selection and data augmentation wit h 

SMOTE, applied to ML models such as XGB (Extreme Gradient Boosting) and RF. The results show 

that the XGB model achieves near 100% accuracy, outperforming other methods in ransomware 

detection. 

  

Zhang et al. [145] present an approach to ransomware detection and defense using API sequences.  

The proposed system, REDDS, focuses on early detection by dynamically collecting API sequences 

during the pre-encryption stage. These sequences are converted into feature vectors using the n-

gram model and TF-IDF algorithm. To enhance accuracy, they employ data augmentation,  

achieving up to 99.32% accuracy with RF. Additionally, the system uses an ontology -based method  

to map malicious APIs to security knowledge bases.  

  

Ayub et al. [146] introduce RWArmor, a novel approach for the early detection of  ransomware. This  

method combines static and dynamic analysis to enhance detection accuracy while reducing  

reliance on behavioral event logs. RWArmor employs a binary classif ication approach and uses 

PCA (Principal Component Analysis) for dimensionality reduction. The study utilized a dataset ,  

analyzed via the Any Run sandbox platform. The RF model outperformed others, achieving 97.67% 

accuracy within 120 seconds of  execution. 

  

Von der Assen et al. [135] present a study on ransomware detection and mitigation within Linux -

based systems through their proposed f ramework, GuardFS, at the f ile system level. GuardFS 

monitors system calls and analyzes features such as APIs, PE header f iles, and network traf f ic. The 

f ramework employs RF, achieving an accuracy rate close to 100%. The study tests the system 

against various ransomware families using both virtual machines and Raspberry Pi 4B.  

  

Warren et al. [138] propose the FeSAD framework for ransomware detection by utilizing API calls.  

The f ramework includes the FeSAD Layer for feature selection, the Drif t Calibration Layer, and the 

Drif t Decision Layer. Their model achieves 95.60% accuracy with RF on a dataset of  720 

ransomware and 2,000 benign samples. 

  

Lee et al. [147] propose a methodology for detecting ransomware -infected f iles that utilizes ML 

techniques to address challenges posed by encoding algorithms. Their study focuses on f ile -level 

features, including f ile entropy and metadata such as f ile type, size, and creation dates. The 

approach, which involves a static analysis of  these features, achieves high detection accuracy,  

approaching 100% with RF. 
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Ciaramella et al. [139] propose a ransomware detection approach by converting executable f iles 

into opcodes, which are then transformed into RGB images for analysis. They employ a static  

analysis method that leverages DL techniques to classify f iles as ransomware, generic malware, or 

legitimate sof tware. Notably, the study assesses several models, with VGG-16 achieving the highest  

accuracy of  96.9%. 

  

Rbah et al. [148] introduce a system for ransomware detection and prevention within Internet of  

Medical Things environments. The f ramework operates at the process level, utilizing lightweight DL 

algorithms. Specif ically, the approach involves dynamic analysis of  ransomware,  focusing on f ile 

metadata. Furthermore, the system leverages DL models, including DL networks, achieving near 

100% accuracy with LSTM. 

 

 

 

 

  

TABLE IV 

COMPARISON OF RANSOMWARE DETECTION RESEARCH 

Research  Dataset  Analysis 

Technique 

Features  

 

Algorithms Best 

Accuracy 

Zakaria et al. 

(2024) 

EldeRan(RISS)  Dynamic  APIs, Registration 

key, File Info., 

Embedded string 

NB, KNN, 

SVM, RF, 

J48 

93.8% (SVM) 

 

Alqahtani et 

al. (2024)  

Virusshare, 

Informer 

Dynamic  

 

PE headers  SVM, LR, 

RF, DBN, 

LSTM 

93% (SVM) 

 

Vaisakhkrishn

an et al.(2024) 

NA Dynamic  Network Traf f ic  CNN, AE, 

LSTM, TN  

97% (LSTM) 

Rahman et al. 

(2024)  

NA Dynamic Behavior Based: 

PFC, DLL, APIs, 

Signature-Based: 

NGS, HV 

XGB, SVM, 

DT, RF  

99% (DT) 

Radhakrishna 

et al. (2024) 

CICAndMal201

7  

Static  Network Traf f ic  RF, XGB, 

KNN, LR, 

EL 

100% (XGB) 

 

Zhang et al. 

(2023)  

NA Dynamic  APIs  SVM, NB, 

KNN, RF, 

MLP 

99.32% (RF) 
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Research  Dataset  Analysis 

Technique 

Features  

 

Algorithms Best 

Accuracy 

Ayub et al. 

(2024)  

SOREL-20M  Dynamic  APIs, PE 

Headers, File 

Activities,DLL 

SVM, DT, 

RF, 

AdaBoost, 

GBC 

97.67% (RF) 

 

Von Der 

Assen et al. 

(2024) 

 

NA Dynamic APIs, PE 

Headers, Opcode, 

I/O 

request, Syscalls, 

Assembly codes, 

Registry activities, 

Host logs, DLL, 

File activities, 

Network traf f ic 

RF, LR, IF  

 

100% (RF) 

Warren et al. 

(2023) 

Virusshare Hybrid APIs RF, LR, J48, 

SVM, BN, 

GTB, MLP, 

DNN 

95.6% (RF) 

Lee et al. 

(2024) 

GovDocs1 Static File entropy, File 

metadata 

KNN, LR, 

DT, RF, GB, 

SVM, MLP 

100% (RF) 

Ciaramella et 

al. (2023) 

Virustotal Static Opcodes of  

executable f iles, 

converted into 

RGB images for 

analysis 

CNN, 

LeNet, 

AlexNet, 

VGG16 

96.9% (VGG-

16) 

Rbah et al. 

(2024) 

Ransomware 

Detection 

Dataset 

Dynamic File, Linker, 

Debug, Stack, 

Resource and 

Security 

Metadatas 

DNN, LSTM, 

BiLSTM 

100% (LSTM) 

 

As presented in Table IV, the majority of  the analyzed studies prefer the dynamic analysis method.  

The datasets used in the studies are quite diverse, with APIs, PE Headers and f ile activity being the 

most prominent features. In addition, many machine learning and deep learning algorithms have 

been applied, with the performance of  supervised learning algorithms being particularly remarkab le.  
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Figure 3: Most Frequent Used Features in Dynamic Analysis  

 

 

Figure 4: Most Frequent Used Features in Static Analysis 

4.6. Summary 

Ransomware poses a signif icant threat to both organizations and individuals, characterized by a 

higher probability of  resulting in ransom payments compared to other cyber-attacks. Although 

signif icant progress has been made in ransomware detection, develop ing ef fective detection 

mechanisms remains a challenge. This paper argues that a deep understanding of  malware 
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behavior is crucial for developing detection techniques. By highlighting current limitations and the 

need for improved methodologies, this research aims to guide future work to advance the 

ef fectiveness of  ransomware detection. 

 

Our analysis demonstrates that the RF method outperform other ML-DL algorithms in terms of  

ransomware detection ef f icacy, as illustrated in Figure 5. RF method achieving accuracy rates  

exceeding 99\% and the SVM method reaching approximately 93%, which is particularly ef fective 

in the early detection stages Moreover, LSTM networks have shown superior performance in DL 

approaches, especially for sequential or temporal data in complex environments such as IoT. In 

general, dynamic analysis techniques have proven to be more ef fective in early -stage ransomware 

detection, of ten outperforming static analysis. API calls are the most commonly used feature for 

detection across various datasets, followed by PE headers and network f low.  

  

 

Fig. 5. Top-Performing Algorithms 

 

An ef f icient ransomware detection application should be able to detect and stop the operations of  

ransomware before the initiation of  the mass encryption process. To achieve this goal, the runtime 

of  the ransomware detection services is crucial. Furthermore, for ML-based approaches, data pre-

processing time should be included in the runtime. During our research, we were unable to obtain 

statistical data about the runtime of  the mentioned studies. Consequently, localizing ransomware 

runtime detection services and the amount of  data that could be encrypted in this time period is 

highlighted as a potential research area for future work.  

 

This work will be presented in the 17th International Conference on Security of  Information and  

Networks, indexed in Scopus and IEEE Xplore, and will be presented in December 2024.  

5. Network Analysis 

Network security is the backbone of  modern organizational defence, designed to ensure the 

conf identiality, integrity, and availability of  digital assets. In the face of  increasingly sophisticated  
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threats such as ransomware and phishing attacks, robust network security measures have become 

essential. Cybercriminals continually ref ine their strategies to exploit vulnerabilities, making it 

imperative for organizations to adopt proactive, comprehensive approaches to mitigate risks [149]. 

Traditional network security methods primarily relied on perimeter defences such as f irewalls and  

antivirus programs to guard against unauthorized access. While these tools were suf f icient in 

isolated networks, the proliferation of  cloud computing, mobile devices, and remote work  

environments has rendered these strategies inadequate [150]. Organizations must now incorporate 

more advanced techniques, such as endpoint protection, behavioural analytics, and netwo rk  

segmentation, to address modern attack vectors ef fectively  [151]. 

One signif icant innovation in network security is the adoption of  Artif icial Intelligence (AI) and  

Machine Learning (ML). These technologies enable systems to analyse vast amounts of  netwo rk  

data in real-time, identifying potential threats before they cause damage [152]. For instance,  

unsupervised learning techniques are particularly ef fective in detecting anomalies that deviate f rom 

established network behaviour, making them invaluable in identifying zero -day attacks and  

advanced persistent threats (APTs) [153]. 

Zero Trust Architecture (ZTA) represents a paradigm shif t in network security, based on the principle 

of  "never trust, always verify." Unlike traditional models that rely on perimeter-based trust, ZTA 

requires continuous verif ication of  user identity, device security posture, and access permissions  

[154]. This model addresses vulnerabilities associated with lateral movement within networks and  

insider threats, ensuring that even authenticated users are monitored consistently  [155]. 

Multi-factor authentication (MFA) and endpoint detection and response (EDR) technologies further 

complement ZTA by strengthening access controls and enabling real -time threat detection. For 

example, MFA provides an additional layer of  verif ication, reducing the likelihood of  unauthorized  

access even if  credentials are compromised. EDR solutions continuously monitor endpoint  

activities, identifying suspicious behaviour indicative of  a potential breach [151]. 

Despite these advancements, human error remains a leading cause of  cybersecurity incidents .  

Phishing schemes, of ten the entry point for ransomware attacks, exploit gaps in user awareness  

[156]. To address this, organizations must invest in comprehensive cybersecurity training programs. 

Simulated phishing exercises, gamif ied training modules, and regular security updates can 

signif icantly reduce susceptibility to these attacks [157]. Behavioural analytics plays a crucial role 

in modern network security, enabling systems to identify patterns indicative of  malicious intent .  

These tools analyse user activities, network traf f ic, and application behaviour to detect deviations 

f rom baseline norms [158]. When integrated with Security Information and Event Management 

(SIEM) systems, behavioural analytics provides a comprehensive view of  potential threats across 

an organization’s network [159]. 

The increasing use of  encryption in network communications poses new challenges for threat  

detection. While encryption is vital for protecting data in transit, it also obscures malicious activities  

f rom traditional monitoring tools [160]. Advanced solutions such as Deep Packet Inspection (DPI) 

and ML-driven traf f ic analysis are being developed to address this issue, enabling security systems 

to identify threats within encrypted traf f ic without compromising privacy  [161]. 
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Emerging technologies, such as quantum cryptography and blockchain, are expected to further 

enhance network security in the coming years. Quantum cryptography, for example, promises to 

provide unbreakable encryption, while blockchain technologies can ensure data integrity and secure 

decentralized systems [162]. These advancements will be critical in addressing vulnerabili t ies  

associated with the Internet of  Things (IoT) and edge computing environments. As IoT devices and  

edge computing become more widespread, securing decentralized networks will require innovat ive 

solutions. Endpoint monitoring and anomaly detection tools will need to adapt to the dynamic  

behaviours of  IoT ecosystems, ensuring consistent protection across all connected devices  [163] .  

Collaborative threat intelligence sharing among industry, academia, and governments will also play  

a vital role in addressing these challenges. 

Looking forward, organizations must adopt an approach to network security that combines 

advanced technologies with strong policies and user education. By integrating tools such as ZTA, 

behavioural analytics, and AI-driven threat detection with regular training and awareness programs, 

businesses can build resilient networks capable of  withstanding evolving cyber threats. This  

multifaceted approach will ensure that network security remains robust in the face of  an increasing ly  

complex threat landscape. 

5.1. Network Intrusion Detection and Prevention Systems 

Intrusion Detection Systems (IDS) and Intrusion Prevention Systems (IPS) are foundational 

components of  modern network security architectures. IDS monitors network traf f ic to detect and  

alert on suspicious activities, while IPS extends this functionality by actively blocking malicious 

traf f ic in real time [164]. Together, these systems provide comprehensive protection against a wide 

range of  cyber threats, including phishing, ransomware, and advanced persistent threats (APTs)  

[165]. 

 

IDS and IPS primarily use two approaches for threat detection: signature-based detection and  

anomaly-based detection. Signature-based methods rely on predef ined attack patterns to identify  

known threats, making them highly ef fective for common cyberattacks  [166]. On the other hand ,  

anomaly-based detection examines deviations f rom normal traf f ic patterns, enabling the 

identif ication of  zero-day attacks and previously unseen threats [167]. Hybrid systems that combine 

both methods are increasingly adopted to ensure more accurate and reliable threat detection [168] .  

 

Machine learning (ML) has revolutionized IDS and IPS, providing advanced capabilities to detect  

sophisticated threats. Supervised learning algorithms such as Random Forests (RF) and Support  

Vector Machines (SVM) are used to classify traf f ic as malicious or benign based on labelled datasets  

[169]. These models excel in identifying known attack vectors but require extensive training data to 

achieve high accuracy. To address this limitation, unsupervised learning techniques such as 

clustering algorithms and autoencoders are employed to identify anomalies without prior knowledge 

of  attack patterns [170]. Deep learning further enhances IDS and IPS performance by enabling  

systems to analyse large and complex datasets. Convolutional Neural Networks (CNNs) and Long  

Short-Term Memory (LSTM) networks are particularly ef fective for intrusion detection tasks. CNNs 

focus on extracting spatial features f rom network traf f ic, while LSTMs excel in modelling temporal 

dependencies, making them ideal for detecting APTs and other multi -stage attacks [171]. These 

models can process encrypted traf f ic more ef fectively, addressing one of  the major challenges in 

modern network security.  
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Despite their capabilities, IDS and IPS face challenges in balancing precision and scalability. High 

false positive rates, where legitimate traf f ic is f lagged as malicious, can overwhelm security teams 

and reduce operational ef f iciency [172]. Conversely, false negatives can leave organizations 

vulnerable to undetected threats. Researchers are exploring ensemble learning techniques,  

combining multiple models to enhance accuracy and reduce these issues  [173]. 

The integration of  IDS and IPS with Security Information and Event Management (SIEM) systems 

has further improved their ef fectiveness. SIEM platforms aggregate and analyse data f rom multiple 

sources, correlating security events to detect complex attack patterns  [174]. This holistic approach 

provides a broader perspective on potential threats, enabling faster and more informed responses 

to security incidents [175]. 

Cloud and IoT environments also introduce challenges for IDS and IPS. These decentralized and  

dynamic ecosystems require solutions that can adapt to f luctuating traf f ic volumes and diverse 

device behaviours. Edge computing-based IDS/IPS systems are emerging as a promising solution,  

of fering localized detection and response capabilities while reducing latency  [176]. This adaptation 

ensures that IDS and IPS remain ef fective in securing modern, distributed networks.  

On the other hand, IDS and IPS must evolve to address emerging threats and technologies. Future 

systems are expected to incorporate AI-driven threat intelligence, predictive analytics, and  

decentralized architectures to improve their detection and prevention capabilities. By leveraging  

advancements in machine learning, cloud-native security tools, and real-time analytics, IDS and IPS 

will remain integral to safeguarding digital inf rastructures against evolving cyber threats  [169]. 

5.2. Advanced Firewalls and Threat Intelligence Integration 

Advanced f irewalls, commonly referred to as next-generation f irewalls (NGFWs), have 

revolutionized traditional network security by integrating application awareness, intrusion 

prevention, and threat intelligence into a single system. Unlike traditional f irewalls that primari ly  

focus on packet f iltering, NGFWs provide granular traf f ic inspection at the application layer, enabling  

them to detect and block sophisticated attacks such as ransomware and phishing campaigns  [177] .  

Their ability to dif ferentiate between legitimate and malicious application traf f ic makes NGFWs 

indispensable in modern cybersecurity strategies [178]. 

One of  the def ining features of  NGFWs is their deep packet inspection (DPI) capability, which 

examines the contents of  data packets in real time. DPI enables NGFWs to identify threats  

embedded within encrypted traf f ic, an area where traditional f irewalls s truggle [179]. This  

functionality is particularly crucial as more than 80% of  internet traf f ic is now encrypted, presenting  

both a challenge and an opportunity for modern network defences  [180]. Machine learning (ML) 

algorithms integrated into NGFWs further enhance DPI by identifying patterns indicative of  malicious 

behaviour [181]. 

Threat intelligence integration is another transformative aspect of  NGFWs. By leveraging data f rom 

global threat intelligence feeds, NGFWs can identify emerging attack patterns and dynamically  

update their rules to block known malicious IPs, URLs, and domains [182]. This real-t ime 

adaptability ensures that organizations are protected against zero -day vulnerabilities and fast-
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evolving threats. Furthermore, the automation of  threat intelligence processing reduces the 

response time for mitigating security incidents. 

Despite their advanced capabilities, NGFWs face challenges in scaling to meet the demands of  

high-speed, high-volume networks. Deep packet inspection and real-time analytics require 

substantial computational resources, which can impact performance and introduce latency in 

network operations [183]. Hardware acceleration techniques and optimized algorithms are being  

developed to address these limitations, allowing NGFWs to maintain high throughput without  

compromising security [176].   

The adoption of  NGFWs is also expanding into cloud and hybrid environments. Cloud -native NGFW 

solutions of fer consistent security policies across on-premises and cloud inf rastructures, enabling  

seamless protection of  distributed applications and data [179]. These f irewalls integrate with cloud 

service provider ecosystems, such as Amazon Web Services (AWS) and Microsof t Azure, to provide 

visibility and control over cloud workloads. This f lexibility is critical for organizations embracing  

multi-cloud strategies [178]. 

Behavioural analytics is increasingly being incorporated into NGFWs to detect insider threats and  

lateral movement within networks. By analysing user and entity behaviours, NGFWs can identify  

deviations f rom normal activity patterns, such as unusual login attempts or data access anomalies  

[184]. These insights complement traditional threat detection methods, providing a more 

comprehensive view of  potential security risks. 

Looking forward, NGFWs are expected to leverage artif icial intelligence (AI) and predictive analytics  

to anticipate attack trends and proactively implement countermeasures. AI-driven NGFWs will not 

only detect and respond to existing threats but also predict emerging vulnerabilities by analysing  

historical and real-time data [177]. These advancements will be particularly valuable as the threat  

landscape continues to evolve, requiring more adaptive and intelligent defence mechanisms.  

The integration of  NGFWs with Security Information and Event Management (SIEM) systems and  

threat hunting platforms will further enhance their ef fectiveness. This collaboration provides 

organizations with a unif ied view of  their security posture, enabling faster and more coordinated  

responses to complex attack scenarios. As cyber threats grow in sophistication, NGFWs will remain 

a cornerstone of  modern network security, ensuring robust and scalable protection for both 

traditional and cloud-native environments [182]. 

5.3. Machine Learning Applications in Network Security 

Machine learning (ML) has transformed the landscape of  network security, of fering adaptive and  

intelligent solutions for detecting and mitigating cyber threats. Unlike traditional rule-based systems,  

ML models can analyse large datasets and learn patterns that signify potential malicious behaviour.  

This capability is particularly valuable in addressing advanced threats such as zero -day exploits 

and advanced persistent threats (APTs), where conventional methods of ten fail to identify novel 

attack vectors [169]. 

Supervised learning algorithms, such as Support Vector Machines (SVMs) and Random Forests  

(RF), are among the most widely used ML models in intrusion detection systems (IDS). These 

algorithms classify network traf f ic as benign or malicious by learning f rom labelled datasets of  
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previous attacks [166]. While these models are highly ef fective in detecting known threats, their 

reliance on labelled data limits their capacity to identify entirely new attack patterns  [167]. This  

limitation has driven interest in unsupervised and semi-supervised learning methods. 

Unsupervised learning techniques, such as clustering and anomaly detection, address the 

challenge of  detecting unknown threats without relying on labelled data. Models like K-means 

clustering and autoencoders can identify deviations f rom normal network behaviour, f lagging 

potential threats for further analysis [184]. Autoencoders, for instance, reconstruct input data and  

measure reconstruction errors to detect anomalies. These methods are particularly valuable for 

identifying insider threats and lateral movement within networks  [170]. 

Deep learning has further advanced ML applications in network security. Convolutional Neural 

Networks (CNNs) and Long Short-Term Memory (LSTM) networks excel at analysing high-

dimensional and sequential data, respectively. CNNs are ef fective for tasks like malware 

classif ication and packet inspection, while LSTMs are well-suited for detecting temporal anomalies  

in network traf f ic [171]. The integration of  these models into real-time systems has signif icantly  

enhanced the detection of  complex multi-stage attacks. 

Another promising development is the application of  reinforcement learning (RL) in network security .  

RL algorithms can autonomously learn optimal defence strategies by interacting with the netwo rk  

environment. For instance, RL-based systems can dynamically adjust f irewall rules or allocate 

resources to mitigate ongoing attacks, providing a proactive and adaptive layer of  security  [185] .  

These systems are particularly ef fective in managing distributed denial -of -service (DDoS) attacks. 

Despite their potential, ML-based security systems face several challenges. One signif icant issue 

is the susceptibility to adversarial attacks, where attackers manipulate input data to deceive ML 

models. For example, slight modif ications to malicious traf f ic can cause an ML model to misclassify  

it as benign. Addressing these vulnerabilities requires the development of  robust training methods 

and adversarial-resistant architectures [166]. 

The computational complexity of  ML models also poses a challenge, particularly in large-scale 

networks with high traf f ic volumes. Training deep learning models requires signif icant computational 

resources and deploying them in real-time systems can introduce latency. Federated learning and  

edge computing are emerging as solutions to these challenges, enabling decentralized model 

training and localized decision-making without compromising performance [175]. 

As cyber threats continue to evolve, ML will remain a remarkable network security innovation.  

Organizations must adopt a multi-layered approach that combines ML-driven threat detection,  

robust adversarial defences, and real-time analytics to protect their digital inf rastructures ef fectively. 

By leveraging advancements in AI and ML, businesses can stay ahead of  cybercriminals and build  

resilient systems capable of  withstanding future threats  [176]. 

6. Conclusion  

In this study, we describe the current state of  the technologies and innovations we will use in the 

VESTA project. We examined the versatile techniques and technologies used in the detection,  

prevention and analysis of  phishing attacks, ransomware and network attacks. Our work throughout  
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the project will be guided by a detailed examination of  the various approaches that have proven 

ef fective in mitigating their threats. 

Under the Phishing Detection and Prevention section, techniques such as email f iltering, URL 

analysis and behavioral analysis, which play a critical role in identifying phishing attempts, are 

examined. Behavioral analysis, which encompasses email, website,  and user interaction behavior,  

is emerging as a particularly ef fective method for detecting sophisticated phishing schemes. Content  

analysis, both textual and image-based, provides valuable insights into how phishing attacks can 

be recognized based on content characteristics. Machine learning and artif icial intelligence,  

anomaly detection, user behavior analytics and endpoint monitoring are increasingly being used to 

improve the accuracy and speed of  phishing detection.  

In Advanced Email Security Measures, the role of  advanced email security protocols is examined .  

These protocols can signif icantly improve the ability of  systems such as IDS, IPS and SIEM to detect  

and prevent email-based attacks in real time. 

In Ransomware Detection and Behavioral Analysis, the focus is on understanding the lifecycle of  

ransomware, f rom infection to encryption, which is critical to developing ef fective detection methods.  

By analyzing the behavior of  ransomware, we can identify attack patterns and react before damage 

is done. Furthermore, both public and unpublished datasets, the number of  ransoms they contain,  

the diversity of  ransom families and the features they contain, have proven to be important for 

training machine learning models to predict and counter ransomware attacks.  

Network Analysis has an important place in phishing and ransomware detection. Network intrusion 

detection and prevention, advanced f irewalls and machine learning applications in network security  

provide a comprehensive defense mechanism against external and internal network threats .  

Integrating this mechanism with threat intelligence has become indispensable against evolving  

threats. 

As a result, cyber threats such as phishing and ransomware continue to evolve in sophistication.  

By integrating machine learning, behavioral analytics and advanced security protocols, it may be 

possible to stay ahead of  attackers. Ongoing research and technological advancements promise 

even more ef fective solutions to combat phishing, ransomware and network attacks, and the VESTA 

project will contribute to these solutions, ensuring a more secure digital environment for individuals  

and organizations.  
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